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Preface

The work presented in the ensuing pages began some 17 years ago with the direction of a dissertation on the nonlinear integro-differential equation introduced by Vito Volterra in his theory of population growth. Although the limited progress made at that time was achieved mainly by the use of linear processes, it was an auspicious moment to begin the study of such nonlinear problems. The great computing devices of the present day were then being developed. These gave great promise of being able to unlock secrets in nonlinear problems which had hitherto baffled the most skillful analysts.

It is a matter of considerable historical interest to observe that by the middle of the 20th century the astronomers had been struggling for more than 250 years with the nonlinear system of equations which describes the motion of the planets. The first edition of Newton’s Principia was published in 1687. Euler’s Theoria motuum planetarum et cometarum appeared in 1744. Since the publication of these critical works, incredible ingenuity has been exhibited by a sequence of some of the most brilliant analysts in the history of mathematics—Lagrange, Laplace, Gauss, and their distinguished colleagues. Equations which required in excess of 170 pages to print one of them had been produced by C. Delaunay in his attempt to mathematize the motion of the moon. G. W. Hill had introduced an infinite determinant in his theory of the lunar perigee. The problem of the stability of the solar system presents baffling difficulties even to the present day. For the only tools then available were those that belonged to the linear algorithm. But the problems to be solved were those that belonged to nonlinear mathematics. Substantial progress could be made only when clever transformations had reduced the nonlinear problems to linear ones, or to problems asymptotic to some linear algorithm.

But the advent of the machines has altered the picture. These great tools have made it possible to achieve progress where none was possible before and in the development of the present volume generous use has been made of them. But the powers of the analytical method are not to be disregarded in favor of the powers of the machine. The solutions of nonlinear equations still possess singularities, which only the analytical method can discover and describe.

In preparing the present volume the author has made full use of the achievements of a number of distinguished analysts, who, in the last years of the 19th century and in the early years of the 20th,
discovered much about the stability of solutions of systems of equations, explored the mysteries of limit cycles, and made attacks upon the problems of periodicity. Most prominent among these was H. Poincaré and A. Liapounoff, whose achievements remain a cornerstone in the history of the subject.

From another and quite different point of view we find the important discoveries of P. Painlevé, B. Gambier, and their colleagues with respect to a class of differential equations of second order with fixed critical points. Their work was perhaps the most important advance made during the early years of the present century in the resolution of some of the mysteries of nonlinear equations and the problem of the classification of equations.

In his admiration of these studies, however, one should not disregard the history of the development of existence theorems, which were largely the product of that same period. Although the problem finds its origin earlier in the work of Cauchy, the modern form for these theorems was achieved principally by the investigations of E. Goursat and E. Picard, and their colleagues, who made fundamental use of conditions introduced in 1876 by R. Lipschitz.

During the last 20 years there has been an explosive interest in the problem of nonlinear equations. An abundance of memoirs and treatises has appeared in the current literature of mathematics. By referring to the appended Bibliography the reader can see for himself the direction in which the subject has moved and note those who have contributed to its development.

The present work has made an attempt to attain a modest measure of completeness in defining the field of nonlinear problems and to indicate within its scope something of the progress that has been attained. The needs of those who are required to apply such equations to the problems of the physical world have been kept constantly in view. Physicists and engineers, in fact all who work in the natural sciences, are continually challenged by these equations. Something must be done to show them how to attack their problems.

The contents of the present volume can be summarized as follows. After a general survey of the problem presented by nonlinear equations, the differential equation of first order is studied. Classical theories of integration, the integrating factor, particular equations, and the problem of singular solutions are discussed. This is followed by a systematic study of the Riccati equation. This equation was specifically chosen because of its wide application, the interest which it has had for many mathematicians, its connection with the linear problem, and the fact that it illustrates in a simple way many of the differences between the linear and the nonlinear problem. It forms a kind of bridge between the two domains.

Following this introduction, existence theorems are presented and the algorithms, which they contain, are critically examined. Cauchy's
**calculus of limits**, in spite of the restrictions which its assumptions of analyticity impose, is found to suggest the method which the author discovered was his most useful tool in probing the great problems of the subject.

Before proceeding to more general matters, the book considers two particular problems, which serve to illustrate much of the content of later theorems. The first of these is Volterra’s theory of the growth of conflicting populations, which is an example both of a vortex cycle and of a periodic solution defined by nonlinear equations. The second, the problem of pursuit, illustrates on the one hand the usefulness of graphical methods in a solution of certain types of nonlinear equations, and on the other, provides an excellent example of a limit cycle. Both problems are later analyzed with respect to more general theories of such phenomena.

It was found necessary to introduce a chapter on elliptic integrals, elliptic functions, and theta functions, since these are fundamental to any understanding of the problems of nonlinear equations. They provide, for example, the background for such a significant domain as that of the Painlevé transcendents. They are also essential in exploring the complexities of the celebrated *Duffing problem*, that is to say, the problem of the pendulum subjected to the influence of a periodic forcing function.

A general classification of nonlinear problems was found useful in the demarcation of fields, which have been more or less explored. This leads first to a description of methods useful in studying the elliptic equation. The more general problem of second order equations of polynomial class follows as a natural consequence and thus to a study of the Painlevé transcendents.

Although the book contains an introduction to various classical methods of numerical integration of nonlinear equations, these were abandoned in favor of a new tool designated as the method of *continuous analytic continuation*. This is an iterative process based upon Cauchy’s method of limits. Basically the method is not new since it is founded upon analytic continuation, which has been used for many years in the solution of difficult problems. One noteworthy example is that of Emden’s equation, which is described in Chapter 12. The classical application is to develop a Taylor’s series using as large a number of derivatives as possible. These computations are always arduous and a practical limit to the number of terms is soon reached. The series thus attained is then employed over as large a range as possible, this range being limited by the requirements of accuracy. At the end of the interval a new series is then constructed from the derivatives of the first and the solution is analytically extended over a new range.

The method of continuous analytic continuation is a variation of this, since the new center of the series is constructed at each infini-
tesimal step. Like a turtle, the continuation carries its house with it. The method was found to have astonishing efficiency and many of the computations in this book were made by introducing terms involving derivatives of not more than fourth order. Upon comparing the digital results with those obtained by use of a differential analyzer, it was found that the errors were of the same order. In fact, the method of continuous analytic continuation appears to be the mathematical analogue of the analogue computer. But it has the advantage that the error can be reduced to any desired size by the introduction of higher derivatives, while the computer's accuracy is limited by its mechanical parts.

A systematic study of the errors has been made and these are found to increase very slowly in the case of periodic functions. Probes as to the efficiency of the method in computing values into the very heart of a polar singularity showed a remarkably small error even in this extreme case. The method is also readily adaptable to computations around a singular point in the complex plane. In fact, both its versatility and its ready adaptation to high speed computers, make the method superior, in the opinion of the author, to the classical ones which he has applied in the numerical integration of nonlinear equations.

The phenomena of the phase plane (the plane of \( y \) and \( y' \)) is studied as an introduction to the problems of nonlinear mechanics. Curiously enough the essential phenomena were found to be produced by the solutions of a linear differential equation with constant coefficients to which has been added a forcing function. This greatly simplified the presentation of difficult matters. But the mystery of such behavior is readily explained if we write

\[
L(y) = z, \quad M(z) = 0, \tag{1}
\]

where \( L(y) \) is a linear operator and \( M(z) \) is a nonlinear equation defining the forcing function \( z \). The phenomena of the phase plane are thus after all determined by what is essentially a nonlinear system.

The contents of what has been called nonlinear mechanics is given in Chapter 11, together with numerous illustrative examples. One of the principal contributions of this chapter is a study of the system

\[
y' = P(x,y), \quad x' = Q(x,y), \tag{2}
\]

where \( P(x,y) \) and \( Q(x,y) \) are polynomials of second degree. Although no claim to an exhaustive treatment of this complex problem is made, considerable understanding of the phenomena of such a system may be gained, especially with respect to the question of when the solutions are periodic.

In order to show the application of various techniques, a number of classical equations are introduced and their solutions discussed.
Lord Rayleigh in 1883 presented an equation which, rediscovered in another form by B. Van der Pol in 1923, has been a classical example of nonlinear oscillatory phenomena. This equation has been thoroughly examined and a set of tables provided for the limit cycle which it defines. Perhaps the most important contribution of this chapter, however, relates to the Duffing problem and the "jump phenomena" which belong to it. Nearly 150 solutions of this equation have been made from which it has been possible to separate the regions of resonance from those of stability. Numerous examples are given to illustrate the phenomena presented by the solutions of this equation.

No work on nonlinear operators can pretend to completeness which does not survey the problems presented by nonlinear integral equations. Unfortunately, progress in this field has been limited. Enough examples exist, however, to show the manner in which nonlinear problems differ from the linear; and existence theorems have been given for general equations of both the Fredholm and the Volterra type. A preliminary study has been made of the integro-differential equation, which Volterra introduced as an essential part of his theory of hereditary mechanics, and the case where the hereditary factor is constant has been solved.

Since the calculus of variations has been a large contributor of problems in the field of nonlinear differential equations, a chapter showing this connection is given. The Euler equation in its various forms now assumes primary importance and we are interested more in the first variation, which produces the problems, than with the second variation, which is of such fundamental importance in answering the question of whether or not the integral does, indeed, attain its extremal value. For this reason only a superficial treatment of the complex problems associated with the second variation has been given.

In conclusion we wish to make certain acknowledgements of the help received in preparing this volume. No work of this magnitude can be brought to completion without the assistance of a number of people. We mention first Dr. Zenon Szatrowski, who, as a courageous graduate student, assailed the heights of the Volterra integro-differential equation and thus began the attack upon the nonlinear problem. Several grants in aid were made by the Graduate School of Northwestern University to assist in the study of the Painlevé problem and these investigations were finally brought to a successful conclusion under an Ordnance Research and Development Project carried out at the University from November 24, 1953, to March 1955. This long study of the Painlevé problem was initiated by the investigations of Richard C. Paxman and Arthur Pancoe. The arduous computations of the fractional linear transformation were made by Mrs. Hugh (Elizabeth) Rowlinson and Mr. Mykola Marchenko and the final construction of tables by IBM calculators was supervised by Robert D. Lowe, who had previously worked on the project.
During a summer course given at the University of California in Berkeley in 1952, the author was assisted in the application of the differential analyzer to nonlinear problems by Dr. John Killeen. This method of analysis by analogue computers was continued at Northwestern University by Dr. Endrick Noges and the study of both the Duffing problem and the problem of system (1) above was initiated at that time.

In the summer of 1957 the author was invited by Dr. Mark Mills to deliver a series of lectures on the nonlinear problem at the Lawrence Radiation Laboratory of the University of California (Livermore branch) and the unparalleled facilities of that Laboratory became available. He is deeply indebted for this opportunity to Dr. Ivan Weeks, at that time a group leader in the Theoretical Division, who has maintained a deep interest in the project. This contact with the Laboratory was resumed for 15 months from June 1958 to September 1959, and as a member of the Theoretical Division, at that time under the administration of Dr. Sidney Fernbach, the author was able to bring the work to its present state of completion.

Among those to whom he is especially indebted is Dr. James E. Faulkner, who took great interest in the system defined by (2) above. The theorem on vortices given in Chapter 11 was proved by him and he contrived many of the examples presented there.

Devoted interest was given to the project by Norriss Hetherington, an expert in the operation of the differential analyzer, who solved problems too numerous to mention. Among his special achievements were the trajectories for the Volterra integro-differential equation, the solutions for special cases of system (1), the analytic continuation around a singular point of the first Painlevé transcendent, and trajectories and curves for the Duffing problem. This work would never have been completed without his constant interest and help.

Exceptional assistance was also given at various stages of the work by C. Douglas Gardner, an expert in the operation of the IBM machines. He computed various tables for the Van der Vol equation, but his principal achievement was his application of continuous analytic continuation to the computation of the solution of a nonlinear differential equation around a singular point in the complex plane.

Among others who assisted in the work was Dr. Roger L. Fulton, who undertook a systematic computation of the solutions of the Duffing problem for small values of the parameter in the forcing function and represented these solutions graphically. He also fitted least-square polynomials to the boundaries between stable and unstable solutions. Robert E. Shafer and Alfred E. Villaire also assisted in various parts of the project, the latter supplying the graphical representations given in Chapter 12 of the various cases of the generalized Emden equation. The author is also indebted to H. Wayne
Hudson, who produced copies of the manuscript and assisted its completion by numerous other services.

And finally the author is indebted to some of his colleagues at Northwestern University, who assisted him with council and information at various stages of the project, particularly, Dr. Walter Scott, Dr. W. T. Reid, and Dr. Ralph Boas. And last, but by no means least, is Miss Vera Fisher. Her ability to make arduous computations, to produce excellent graphs of complicated material, and to manufacture a manuscript better than any one else, was utilized at every step of the work.
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Chapter 1

Introduction

1. Nonlinear Operators

In another volume the author has developed a theory of linear operators, which contains within its scope a considerable domain of analysis. That such a work should include within its limits a large area of mathematics is readily understood from the fact that the assumption of linearity in operational processes underlies most applications of analysis to the problems of the natural world. It is for this reason that a theory of linear operators, in contrast to a theory of nonlinear operators, is comparatively easy to develop. The latter is beset by many difficulties. There are relatively few algorithms which can be applied and the powerful existence theorems of the linear case must be replaced too often by those of special application.

But in spite of the difficulties of the general problem, there exists need for a systematic treatment of nonlinear equations. Nature, with scant regard for the desires of the mathematician, often seems to delight in formulating her mysteries in terms of nonlinear systems of equations. The theories of elasticity and hydrodynamics are especially rich in such systems. Mechanics, relying as it does upon the calculus of variations, Euler's equation, and Hamilton's principle, provides a wealth of other examples. The mathematician, however, with his rich store of linear algorithms, must usually attack these mysteries from the point of view of linear operators. His problem thus becomes that of reducing the equations through various analytical devices to a linear system. Failing in this, he must then try to approximate the solution by some asymptotic process which brings it within the scope of functions which have been defined and studied by linear methods.

The purpose of this work is to set forth some aspects of the problem of nonlinear equations, to exhibit transformations which lead to equations that can be solved by classical methods, to collect the results obtained in certain special cases, and to attempt some useful generalizations of a few problems.

By a nonlinear operator we shall mean one that is not linear, and
by a **linear operator** $L$ we shall mean one that has the following properties:

$$L(\phi + \psi) = L(\phi) + L(\psi),$$

$$L(k\phi) = kL(\phi),$$

where $\phi$ and $\psi$ are arbitrary functions and $k$ is a scalar quantity.

The difference

$$\Delta(\phi, \psi) = L(\phi + \psi) - \{L(\phi) + L(\psi)\},$$

we shall call the **linear deficiency** of the operator $L$.

For example, $L = \frac{d^2}{dx^2}$ is a linear operator, but $L = (d/dx)^2$ is a nonlinear operator, since we have

$$\left[\frac{d(\phi + \psi)}{dx}\right]^2 = \left(\frac{d\phi}{dx} + \frac{d\psi}{dx}\right)^2 = \left(\frac{d\phi}{dx}\right)^2 + 2\frac{d\phi}{dx}\frac{d\psi}{dx} + \left(\frac{d\psi}{dx}\right)^2.$$

The linear deficiency of $(d/dx)^2$ is seen to be

$$\Delta(\phi, \psi) = 2\frac{d\phi}{dx}\frac{d\psi}{dx}.$$

Some common forms of nonlinear operators in one variable are the following:

1. $L(u) = \frac{du}{dx} + Q(x)u + R(x)u^2$;
2. $L(u) = \left(\frac{du}{dx}\right)^2 - a(x) - b(x)u - c(x)u^2 - d(x)u^3$;
3. $L(u) = \frac{d^2u}{dx^2} + \frac{1}{u} \left(\frac{du}{dx}\right)^2 - f(x) \frac{du}{dx} - g(x)u$;
4. $L(u) = \int_a^b K(x,s)u(s)u(s+x)ds$;
5. $L(u) = \frac{1}{u} \frac{du}{dx} + A(x) + B(x)u + \int_a^b K(x,s)u(s)ds$.

As in the case of linear operators, we may also have nonlinear operators in more than one variable. The following are examples:

6. $L(u) = \left(\frac{\partial u}{\partial x}\right)^2 + \left(\frac{\partial u}{\partial y}\right)^2$;
7. $L(u) = u(x,y) + \int_a^b \int_a^b K(x,y;s,t)u^2(s,t)dsdt$;
8. $L(u) = \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 u}{\partial z^2} + K\partial^2 u^n$.
2. Nonlinear Equations

When a nonlinear operator is equated to zero or to a given function, we have a nonlinear equation. Thus, confining our attention to operators of a single variable, we see that the equation

\[ L(u) = f(x), \]  

is a nonlinear equation if \( L(u) \) is a nonlinear operator.

In the case where \( L(u) \) is a linear operator it is customary to distinguish between the equations: \( L(u) = 0 \) and \( L(u) = f(x) \), by referring to the first as a homogeneous equation and to the second as a nonhomogeneous equation. In the case of nonlinear equations the term homogeneous no longer applies. We shall thus introduce arbitrarily the term null-equation to refer to \( L(u) = 0 \), when \( L(u) \) is a nonlinear operator, and the term complete equation when we have \( L(u) = f(x) \).

If there exists a function \( u(x) \) which satisfies equation (1), then we say that the equation has a particular solution. If one or more functions satisfy the equation, then the equation has several solutions. The general solution is the totality of the particular solutions.

For example, the equation

\[ (x^2 + y^2) \frac{dy}{dx} = xy, \]  

is a nonlinear equation, which has as its general solution the function \( y \) defined by the following implicit function:

\[ 2y^2 \log cy - x^2 = 0, \]  

where \( c \) is an arbitrary constant.

On the other hand, the equation

\[ \left[ \left( \frac{dy}{dx} \right)^2 + 1 \right]^3 = r^2 \left( \frac{d^2 y}{dx^2} \right)^2, \]  

has as a particular solution the two-parameter family of circles,

\[ (x - a)^2 + (y - b)^2 = r^2, \]  

and also the singular solutions: \( y = \pm ix \). These functions comprise the general solution of the differential equation.

3. The Solution of Nonlinear Equations

In the preceding section we have given two particular nonlinear equations and have exhibited their solutions, implicitly in one case and essentially explicitly in the second, in terms of elementary functions. In general, however, it is impossible to attain such results.
When it is possible to obtain such solutions, however, the advantages are obvious.

In the first place, it is then often a relatively simple matter to define the points of singularity in the solution and to characterize them. In the second place, it is usually possible without undue effort to exhibit the solutions numerically by means of a table of values, or graphically. Such a table or graph can be computed by some one of the many methods available for such problems and the use of one or more of the ever-increasing number of tables of special functions. In the third place, the arbitrary parameters of the solution appear explicitly and their relationship to the variables is thus immediately observed.

It is thus apparent that the first objective in the study of a nonlinear equation is to ascertain whether or not a solution can be obtained either explicitly or implicitly in terms of classical functions. The procedure in such a study is to discover a transformation which will reduce the equation to some type that is known to have a solution of the desired kind. Failing this, one seeks a transformation which will reduce the equation to one that is asymptotic to a form solvable by known functions.

A simple example of what is meant by the last statement is furnished by the linear differential equation:

\[ x^2y'' + xy' + (x^2-n^2)y = 0, \tag{1} \]

which has as its general solution the function

\[ y = AJ_n(x) + BY_n(x), \]

where \( J_n(x) \) and \( Y_n(x) \) are Bessel functions of first and second kind respectively.

By means of the transformation:

\[ y = \frac{1}{\sqrt{x}} z, \tag{2} \]

equation (1) is reduced to the form

\[ z'' + \left(1 - \frac{4n^2 - 1}{4x^2}\right) z = 0. \tag{3} \]

But as \( x \) becomes large, the coefficient of \( z \) approaches 1 as a limit and the differential equation (3) approaches the equation:

\[ z'' + z = 0, \tag{4} \]

as its limiting form. This equation has the general solution:

\[ z = K \cos (x + b), \tag{5} \]

where \( K \) and \( b \) are arbitrary constants.
It is reasonable to assume that any solution of (1) will be asymptotic to the proper specialization of (5). This is, indeed, the case, but the proof is not readily given. Some of the difficulties are exhibited by considering the case where we write \( z = \sqrt{x} J_n(x) \). It can then be shown that \( z \) has the following formal representation:

\[
z = \sqrt{2} \pi \left\{ P_n(x) \cos \left( x - \frac{1}{2} n \pi - \frac{1}{4} \pi \right) - Q_n(x) \sin \left( x - \frac{1}{2} n \pi - \frac{1}{4} \pi \right) \right\},
\]

where \( P_n(x) \) and \( Q_n(x) \) have the following expansions:

\[
P_n(x) = 1 - \frac{4n^2 - 1^2}{2!(8x)^2} + \ldots,
\]

\[
Q_n(x) = \frac{4n^2 - 1^2}{1!(8x)} - \frac{(4n^2 - 1^2)(4n^2 - 3^2)(4n^2 - 5^2)}{3!(8x)^3} + \ldots.
\]

It is an interesting and curious fact that neither \( P_n(x) \) nor \( Q_n(x) \) converges for any finite value of \( x \). Nevertheless, it can be proved that \( z \), as represented by (6), is the solution of the differential equation (3) in the sense of semiconvergent, or asymptotic, series.

A second example is furnished by the following nonlinear equation:

\[
\frac{dy}{dx} = y^2 + x,
\]

upon which we make the following transformation of both the dependent and the independent variables:

\[
x = \left( \frac{3}{2} t \right)^{\frac{1}{3}}, \quad y = \sqrt{x} w.
\]

Equation (8) is then reduced to the following:

\[
\frac{dw}{dt} + \frac{1}{3} \frac{w}{t} = w^2 + 1,
\]

which, as \( t \) increases, is asymptotic to the equation:

\[
\frac{dw}{dt} = w^2 + 1.
\]

The solution of equation (11) is the function \( w = \tan(t - t_0) \) and we can infer, therefore, that \( w \), the solution of equation (10), is asymptotic to this function, that is,

\[
w \sim \tan (t - t_0),
\]

where the symbol \( \sim \) means "is asymptotic to."

Although it may not appear so, the example which we have just
presented is equivalent to that given in the first case. To see this, let us make in equation (10) the transformation:

$$w = \frac{u'}{u}$$  (13)

from which we obtain the equation:

$$t \frac{d^2 u}{dt^2} + \frac{1}{3} \frac{du}{dt} + tu = 0.$$  (14)

By means of a second transformation,

$$u = t^{1/3} y(t),$$  (15)

equation (14) becomes

$$t^2 \frac{d^2 y}{dt^2} + t \frac{dy}{dt} + \left( t^2 - \frac{1}{9} \right) y = 0,$$  (16)

which is equivalent to (1) in which \( n = 1/3 \).

But since we obtain by simple computation

$$\frac{u'}{u} = \frac{y'}{y} + \frac{1}{3t'}, \quad \frac{y'}{y} = \frac{z'}{z} - \frac{1}{2t^2},$$

and since, by the arguments in the first example, we have the asymptotic values:

$$z \sim K \cos (t-t_0), \quad z' \sim -K \sin (t-t_0),$$

we thus see that

$$w \sim \frac{\sin (t-t_0)}{\cos (t-t_0)} = \tan (t-t_0).$$

One of the major difficulties encountered in the solution of nonlinear equations, in contrast to the solution of linear equations, is the manner in which the arbitrary parameters enter. The solution of a linear equation appears in the form of a function linear in the arbitrary constants. But this is not the case for nonlinear equations as one sees from the following example:

$$xyy' = yy' + xy'^2$$

which has the general solution: \( y = A \exp (Bx^2) \). The arbitrary parameters \( A \) and \( B \) enter nonlinearly in the solution.

In the domain of linear equations an essentially complete theory exists for differential equations which possess solutions that have at most singularities which are poles and branch points. Although this is not the case for linear equations for which the solutions possess
essential singularities, even here considerable progress has been made and a large body of information has been assembled for equations of this class. But in the category of nonlinear differential equations, the situation is very different. Satisfactory information exists in general only for certain restricted types of equations and for a limited number of special cases. Part of the reason for this is to be found in the present status of the theory of functions, which has been developed largely around classes of functions in which the linearity property is an essential factor. A further examination of this point may prove instructive.

As we have already said above, given a nonlinear equation, the first step in its solution is to attempt to find a function,

\[ u(x,y) = 0, \]

involving one or more arbitrary constants, which satisfies the equation and which can be expressed in terms of the classical functions. These functions have been divided into algebraic and transcendental categories. The classical transcendental functions, although now a numerous collection, are still inadequate for the solution of most nonlinear equations. They embrace the exponential, hyperbolic, and circular functions with their inverses; the families of functions derived from linear differential equations of second order such as the Legendrian functions, the Bessel functions, the Laguerre, Hermite, Chebyscheff, and Jacobi functions, with their numerous relatives; the elliptic integrals, the elliptic functions, the elliptic modular functions, and the theta functions; the gamma, beta, psi, and Riemann zeta functions, together with a growing class of similar functions defined by integral transforms. Numerous other functions have been defined in various ways in recent years and their properties partially explored, so that an impressive collection now exists from which one can attempt to construct the solutions of nonlinear equations either directly or by the asymptotic method.

But for the most part these functions are derived in one way or another from linear properties. The most notable exception is found, of course, in the elliptic, elliptic modular, and theta functions, which, as we shall show later, are derived from nonlinear equations. They are very useful, therefore, as spearheads into the unknown region of functions, which provide solutions for a certain class of nonlinear equations.

The classical transcendental are conspicuous for the tractable character of their singularities. These singularities, in general, are either isolated branch points or poles in the finite plane. Essential singularities, such as the point \( x = 0 \) in the function \( \sin(1/x) \), are usually referred to the point at infinity. Natural boundaries, such as the unit circle for the function

\[ f(x) = 1 + x + x^2 + x^4 + x^8 + x^{16} + \ldots, \]
are rarely found in the classical transcendental, although such boundaries exist for the elliptic modular functions.*

For the most part the solutions of nonlinear equations do not possess the functional simplicity of the solutions of linear equations. Functions with essential singularities are the rule rather than the exception. Highly restrictive conditions must be imposed if such singularities are to be excluded. Thus the general solution of the equation:

\[(1-y^2)(\arcsin y)^2 = x^2 y''^2,\]

is the function: \(y = \sin(c/x)\) together with the two singular solutions: 
\(y = \pm 1.\)

In contrast to the linear case, the solutions of nonlinear equations will sometimes have movable singular points. For example, the equation

\[y' + y^2 = 0\]

has the general solution: \(y = 1/(x - C)\), where \(C\) is arbitrary. Thus any point in the plane, by proper specialization of \(C\), can be a pole of the solution, a phenomenon which is absent from the solution of linear equations.

**PROBLEMS**

1. Show that \(x^2 y^2 + 2x = C\) is a solution of the differential equation

\[2x^2 y' + 3x^2 y^3 + 7 = 0.\]

2. Prove that the general solution of the equation

\[(x^2 + y^2)y' + 2x(y + 2x) = 0,\]

is the function: \(y^2 + 4x^2 + 3x^2 y = C.\)

3. Show that the general solution of

\[y' + 3y + y^2 = 4\]

is the function: \(y = (e^{4x} - 4k)/(e^{4x} + k).\)

4. Show that for the transformation: \(u(x) = y' + y^2\), the equation

\[xy'' + (2xy + 2)y' + 2y^2 + 2 = 0,\]

reduces to: \(xu' + 2u = -2.\)

5. Referring to Problem 4, solve the equation: \(xu' + 2u = -2\), and thus obtain the function: \(u = c/x^2 - 1\), where \(c\) is arbitrary. Setting \(c = 2\), verify that the function

\[y = \frac{(x^2 - 1) \cos(x + k) - x \sin(x + k)}{x^2 \sin(x + k) + x \cos(x + k)},\]

where \(k\) is arbitrary, provides a particular solution of (17).

* For a discussion of this example see Whittaker and Watson: Modern Analysis, p. 98.
6. Show that for the transformation: \( t = 4x^{5/4}/5 \), \( y = \sqrt{2}z \), the equation

\[
\frac{d^2y}{dx^2} = 6y^2 - 6x
\]

becomes

\[
\frac{d^2z}{dt^2} + \frac{1}{t} \frac{dz}{dt} - \frac{4}{25t^2} z = 6z^2 - 6.
\]

Knowing that the equation: \( x'' = 6x^2 - 6 \) has a real solution with a real period, what might one conclude about the solution of (18) for large values of \( x \)?

7. Show that the transformation

\[
wz = 1/(2x + 1), \quad 4w^2 = 2x^2 - x + 1/y,
\]

where \( z \) is the dependent and \( w \) the independent variable, leaves the following equation unchanged:

\[
y' + (8x^3 - 2x)y^3 + 3y^2 = 0.
\]

4. The Origin of Nonlinear Equations.

As we shall see in the subsequent development of our subject, nonlinear equations originate naturally in many different ways. The mathematical description of natural phenomena, such as elastic systems, problems in stress and strain, optical systems, and the like, lead to such equations.
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As a simple example, let us consider the vibration of the pendulum shown in Figure 1. The force acting in the direction \( BM \) is seen to equal \(-mg \sin \theta\). Since this force is also

\[
m \frac{d^2s}{dt^2} = mL \frac{d^2\theta}{dt^2},
\]

where \( L \) is the length of the pendulum, we obtain the differential equation:

\[
\frac{d^2\theta}{dt^2} + \frac{g}{L} \sin \theta = 0.
\]
This is a nonlinear equation, which, when displacements of $B$ are small, is approximated by the linear equation:

$$\frac{d^2\theta}{dt^2} + \frac{g}{L} \theta = 0. \quad (2)$$

The general solution of (1) is attainable only through the use of elliptic functions.

Nonlinear equations are also frequently obtained when parameters are eliminated from a set of parametric curves. Let us consider the doubly infinite family of curves represented by the function

$$f(x,y,\alpha,\beta) = 0, \quad (3)$$

where $\alpha$ and $\beta$ are independent parameters.

A second equation is obtained by differentiation, namely,

$$\frac{\partial f}{\partial x} + \frac{\partial f}{\partial y} \frac{dy}{dx} = 0, \quad (4)$$

and a third equation, by means of a second differentiation, as follows:

$$\frac{\partial^2 f}{\partial x^2} + 2 \frac{\partial^2 f}{\partial x \partial y} \frac{dy}{dx} + \frac{\partial^2 f}{\partial y^2} \left( \frac{dy}{dx} \right)^2 + \frac{\partial f}{\partial y} \frac{d^2y}{dx^2} = 0. \quad (5)$$

If the parameters $\alpha$ and $\beta$ can be eliminated between equations (3), (4), and (5), a second order differential equation is obtained, which is, in general, nonlinear.

The following examples will illustrate this method of obtaining nonlinear equations:

**Example 1.** Find the differential equation of the central conics,

$$x^2 + 2hxy + by^2 = K, \quad (6)$$

where $b$ and $h$ are variable parameters.

**Solution:** Taking two derivatives of this function, we obtain, together with the original equation, the following set for the elimination of $b$ and $h$:

$$x^2 + 2hxy + by^2 = K,$$

$$x + hy + (hx + by) \frac{dy}{dx} = 0,$$

$$1 + 2h \frac{dy}{dx} + b \left( \frac{dy}{dx} \right)^2 + (hx + by) \frac{d^2y}{dx^2} = 0. \quad (7)$$

Eliminating $b$ and $h$ from these equations, we obtain the following nonlinear equation:

$$Ky^2y'' + Ky'^2(xy' - y) + (y - xy')^3 = 0. \quad (8)$$
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Example 2. Find the differential equation for \( y \), where we write

\[
y = \frac{a(x) + kb(x)}{c(x) + kd(x)},
\]

in which \( a(x), b(x), c(x), \) and \( d(x) \) are given functions and \( k \) is an arbitrary constant.

Solution: Differentiating \( y \), we get

\[
y' = \frac{(c + kd)(a' + kb')}{(c + kd)^2} - \frac{(a + kb)(c' + kd')}{(c + kd)^2},
\]

which can also be written

\[
y' = \frac{a' + kb'}{c + kd} - \frac{(a + kb)}{(c + kd)} \cdot \frac{(c' + kd')}{(c + kd)},
\]

\[
y' = \frac{a' + kb'}{c + kd} - y \left( \frac{c' + kd'}{c + kd} \right).
\]

Solving for \( k \) from (9), we get

\[
k = -\frac{a - yc}{b - yd},
\]

and solving also for \( k \) from (10), we find

\[
k = -\frac{a' - yc' - y'c}{b' - yd' - y'd}.
\]

Equating these two values of \( k \) and clearing fractions, we obtain

\[(a - yc)(b' - yd' - y'd) = (b - yd)(a' - yc' - y'c).
\]

From this we derive the equation:

\[
(bc - ad)y' + (a'd - ad' + bc' - b'c)y + (cd' - c'd)y^2 = a'b - ab',
\]

which can be written in the following form:

\[
y' + Q(x)y + R(x)y^2 = P(x),
\]

where we use the abbreviations:

\[
Q(x) = \frac{a'd - ad' + bc' - b'c}{D}, \quad R(x) = \frac{cd' - c'd}{D}, \quad P(x) = \frac{a'b - ab'}{D}, \quad D = bc - ad.
\]

The assumption is now made that \( D \) is not identically zero, for in this case the coefficient of \( y' \) in equation (14) would be zero and the equation would reduce to a quadratic in \( y \). Equation (14) is called a Riccati equation, which will be discussed in some detail in Chapter 3.
PROBLEMS

1. Find the differential equation which has as its general solution the function

\[ y = \frac{1 + kx}{(x + 2k)^2}. \]

2. Show by the elimination of \( a \) and \( b \) that the function

\[ y = \frac{1}{x-a} + \frac{1}{x-b}, \]

is the general solution of the equation

\[ y'' + 3yy' + y^3 = 0. \]

3. Determine the differential equation which has the solution

\[(x-a)^2 + (y-b)^2 = r^2, \]

where \( a \) and \( b \) are arbitrary constants and \( r \) is a given quantity.

4. Find the differential equation which has the general solution:

\[(y+a)^2 = (x+b)^2, \]

where \( a \) and \( b \) are arbitrary constants.

5. Given the functions: \( z = x^2 + 2kxy + by^2 \), where \( b \) and \( k \) are arbitrary, form the partial derivatives \( z_x \) and \( z_y \) and eliminate the parameters. Show that in this manner one obtains the partial differential equation: \( 2z = z_x z_y + z_{xy} \).

5. The Problem of Nonlinear Equations

Having now observed some of the difficulties which are presented by nonlinear equations, we shall survey in a general way a few of the areas in which special progress has been made in developing this field of analysis.

In the first place, it will be necessary to examine the general differential equation of first order, namely,

\[ \frac{dy}{dx} = f(x, y), \]

where \( f(x, y) \) is a function which must be properly defined. This equation has been the subject of much study. Existence theorems have been given and general algorithms have been provided by means of which solutions can be approximated. A number of particular cases have been investigated and for some of these, special methods of solution have been discovered.

Upon the threshold of this subject appears the Riccati equation,

\[ \frac{dy}{dx} + Q(x) y + R(x) y^2 = P(x), \]

to the discussion of which a surprising number of papers have been devoted. This equation appears in numerous problems. Since the
cross-ratio of any four of its solutions is a constant, it has interested
the geometers. It appears in the theory of Bessel functions, and it
has applications in mechanics. For this reason it has received much
attention from analysts.

In one sense a general solution has been achieved for the Riccati.
It is customary to regard a linear differential equation as solved, if its
solution can be reduced to the quadrature of a known function, even
through the quadrature cannot be expressed simply in terms of the
classical algebraic or transcendental functions. In the same sense
we shall regard a nonlinear equation as solved, if it can be reduced to
the solution of a linear equation, even though the solution is not
explicitly reducible to the classical functions. Since the trans-
formation:

$$y = \frac{u'}{R u}, \quad (3)$$

leads to a linear equation of second order in \( u \), equation (2) can thus
be regarded as solved in the sense just mentioned. The Riccati
equation, because of its intrinsic interest and its importance as an
example of a nonlinear equation for which many special results have
been attained, will be discussed in some detail in Chapter 3.

Difficulties increase greatly when one considers the problem of the
nonlinear differential equation of second order, namely,

$$\frac{d^2 y}{dx^2} = f(x, y, y'). \quad (4)$$

We shall not attempt at this place to enumerate the various classes
of this equation which have proved to have special interest, but will
merely describe a few typical examples. One of these is found in the
theory of biological and population growth, to which V. Volterra
(1860–1940) devoted major attention. In developing a theory of the
conflict of species, he was led to the following system:

$$\frac{dx}{dt} = a(x - xy), \quad \frac{dy}{dt} = -c(y - xy), \quad (5)$$

where \( a \) and \( c \) are positive constants.

When \( x \) is eliminated, a nonlinear differential equation of second
order in \( y \) is obtained, which has a periodic solution. Since system
(5) provides an interesting example of a problem in the domain of
nonlinear mechanics, it serves as an instructive introduction into the
phenomena of this subject and will be discussed in considerable detail
in a later chapter.

In connection with his study of the problem of individual growth,
Volterra also introduced nonlinear integro-differential equations of which the following is a typical example:

$$\frac{1}{y} \frac{dy}{dt} = A + By + \int_0^t K(t,s)y(s)ds. \quad (6)$$

Another classical problem, which illustrates some of the difficulties encountered in the solution of nonlinear differential equations of second order, is that of the curve of pursuit. One is required to determine the path of an object \( A \), which pursues an object \( B \), moving along some prescribed curve, such that \( A \)'s direction of motion is always toward \( B \). This problem leads to a differential equation of type (4) which, in general, is not integrable in terms of classical functions. But this problem has one conspicuous advantage over other nonlinear problems in the fact that the curve of pursuit can be represented approximately by graphical methods and the more formal analysis can thus be guided.

Notable among the classical functions from the point of view of nonlinear equations are the elliptic integrals and their inverses, the elliptic functions, since these provide solutions of the general equation:

$$\frac{d^2y}{dx^2} = A + By + Cy^2 + Dy^3, \quad (7)$$

where \( A, B, C, \) and \( D \) are constants. Chapter 6 is devoted to the definition of elliptic integrals and elliptic functions and an enumeration of some of their most important properties. Since any knowledge of these functions is imperfect without an introduction to the Theta functions and the elliptic modular functions as well, these are also defined and a few of their properties described.

A natural generalization of the elliptic functions was provided by P. Painlevé (1863–1933) and his collaborators in the early years of the 20th century through the solutions of a certain class of nonlinear differential equations of second order. The unique property of these functions was found in the characterization of their singularities, which admitted movable poles, but only fixed critical points, that is, branch points and essential singularities. Within this class of equations six were discovered, which defined new transcendental functions. Such, for example, is the equation

$$\frac{d^2y}{dx^2} = 6y^2 + \lambda x, \quad (8)$$

the solution of which is called the first Painlevé transcendent. A large number of memoirs has been devoted to the properties of these interesting equations.

The calculus of variations has contributed its share to the store of nonlinear differential equations. In its simplest form, the problem
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of this calculus is to determine a function \( y(x) \), which will minimize (or maximize) an integral of the form:

\[
I = \int_a^b F(x, y, y') \, dx.
\]  
(9)

The first necessary condition imposed on \( y(x) \) is that it shall be a solution of Euler's equation:

\[
\frac{\partial F}{\partial y} - \frac{d}{dx} \frac{\partial F}{\partial y'} = 0.
\]  
(10)

In general, for an arbitrary \( F(x, y, y') \), this equation is a nonlinear differential equation of second order. The great importance of the problem may be inferred from the fact that the subject of dynamics, from the point of view of the principle of least action and its generalization by Hamilton, is founded on the techniques of the calculus of variations.

In addition to these general classes of problems, there exist in the literature of nonlinear equations a number of special equations, which have received considerable attention. Among these, for example, is the following:

\[
R(t) = \int_{-\infty}^{\infty} y(s) \, y(s+t) \, ds,
\]  
(11)

which plays an important role in the theory of integral equations.

Numerous special differential equations have been the object of much study, since they have appeared in connection with applications of various kinds. A few of these are listed below as follows:

**Emden's differential equation:**

\[
\frac{d^2 y}{dx^2} + \frac{2}{x} \frac{dy}{dx} + y^n = 0;
\]  
(12)

**Rayleigh's equation:**

\[
\frac{d^2 y}{dx^2} + K \frac{dy}{dx} + m \left( \frac{dy}{dx} \right)^3 + n^2 y = 0;
\]  
(13)

**Van der Pol's equation:**

\[
\frac{d^2 y}{dx^2} - \epsilon (1-y^2) \frac{dy}{dx} + ay = 0;
\]  
(14)

**Duffing's equation:**

\[
\frac{d^2 y}{dx^2} + ay + by^3 = K \sin \omega t;
\]  
(15)
The Generalized Blasius Equation:
\[
\frac{d^3y}{dx^3} + ay \frac{d^2y}{dx^2} = \beta \left[ \left( \frac{dy}{dx} \right)^2 - 1 \right];
\]  
(16)

The White-dwarf equation:
\[
\frac{1}{x^2} \frac{d}{dx} \left( x^2 \frac{dy}{dx} \right) + (y^2 - C)^{3/2} = 0;
\]  
(17)

The Thomas-Fermi equation:
\[
\frac{d^2y}{dx^2} = \frac{1}{\sqrt{x}} y^{3/2};
\]  
(18)

Langmuir's equation:
\[
3y \frac{d^2y}{dx^2} + \left( \frac{dy}{dx} \right)^2 + 4y \frac{dy}{dx} + y^2 = 1;
\]  
(19)

Kidder's equation:
\[
\sqrt{1 - \alpha y} \frac{d^2y}{dx^2} + 2x \frac{dy}{dx} = 0, \quad 0 < \alpha < 1.
\]  
(20)

6. Systems of Nonlinear Equations

Stimulated originally by the needs of the astronomers and in more recent years by the development in electrical communication, which has introduced nonlinear elements into its circuits, analysts have devoted extensive study to the problems presented by systems of nonlinear equations. Such a system, for example, is the following:
\[
\frac{dx}{dt} = A + Bx + Cy + Dx^2 + Exy + Fy^2 + Gx^3 + \ldots,
\]
\[
\frac{dy}{dt} = A' + B'x + C'y + D'x^2 + E'xy + F'y^2 + G'x^3 + \ldots,
\]  
(1)

where the multipliers of the variable terms are constants.

When the coefficients are independent of \( t \), the system can be reduced to an equation of first order in \( x \) and \( y \), that is,
\[
\frac{dy}{dx} = f(x, y).
\]  
(2)

The problem of finding the integral, \( F(x, y) = 0 \), of this equation has been the object of much study, since many of the problems concerning the stability of dynamical systems are thus formulated. The equation, \( F(x, y) = 0 \), is said to define a system of trajectories in
phase-space, that is to say, a one-parameter family of curves in the plane.

The methods used to determine the nature of the solution of such a system as (1) constitute the subject matter of what has come to be called nonlinear mechanics. H. Poincaré, commenting on the problem thus presented, made the following remarks:* 

"Considering x and y as the coordinates of a variable point, and t as the time, one seeks the motion of a point to which one gives the velocity as a function of the coordinates. Thus, in the motion which we have studied, we have sought to answer such questions as these: Does the moving point describe a closed curve? Does it always remain in the interior of a certain portion of the plane? In other words, and speaking in the language of astronomy, we have inquired whether the orbit of this point is stable or unstable."

Differential equations of second order, which do not contain terms in which the independent variable appears explicitly, can be reduced to a system such as (1) by the simple device of replacing $dy/dt$ by $x$. Thus the equation of Van der Pol,

$$\frac{d^2y}{dt^2} - \epsilon(1-y^2)\frac{dy}{dt} + ay = 0,$$

(3)
can be replaced by the system:

$$y' = x, \ x' = \epsilon(1-y^2)x - ay.$$

(4)

If one equation is divided by the other, the following equation of first order is obtained:

$$\frac{dy}{dx} = \frac{x}{\epsilon(1-y^2)x - ay}.$$  

(5)

The integral of this equation, $F(x,y) = 0$, defines the phase trajectories of the original differential equation (3). As we shall see later, if $a$ and $\epsilon$ are both positive, these phase curves consist of a series of spirals, which are asymptotic to a fixed closed curve called a limit cycle.

System (1) is readily generalized by the following:

$$\frac{dx_i}{dt} = X_i(x_1, x_2, \ldots, x_n), \ i = 1, 2, \ldots, n.$$  

(6)

Since $t$ appears only as an intrinsic variable, it can be eliminated and the following system then defines a set of phase trajectories in a phase-space of $n$ dimensions:

$$\frac{dx_1}{X_1} = \frac{dx_2}{X_2} = \ldots = \frac{dx_n}{X_n}.$$  

(7)

The $n-1$ integrals of this system of equations,

$$F_i(x_1, x_2, \ldots, x_n) = 0, \quad i=1,2, \ldots, n-1,$$

define a complex of hypersurfaces in phase-space, which depend upon $n-1$ independent parameters. The phase trajectories in $n$-space are the intersections of these surfaces.

7. Nonlinear Partial Differential Equations

Although we shall be concerned only superficially with a few nonlinear partial differential equations, the subject should not be entirely neglected. Such equations are the breeders of ordinary differential equations, which often provide the most useful solutions of them. We shall thus give a short introduction to the subject.

By a partial differential equation of first order in two independent variables we shall mean an equation of the form

$$F(x,y,z,p,q) = 0,$$

where we use the customary abbreviations:

$$p=\frac{\partial z}{\partial x}, \quad q=\frac{\partial z}{\partial y}.$$

Equation (1) is called linear if it can be written in the form

$$f_0(x,y)z + f_1(x,y)p + f_2(x,y)q = R(x,y),$$

and homogeneous if $R(x,y) = 0$.

The following form of equation (1) is called quasilinear:

$$f_1(x,y,z)p + f_2(x,y,z)q = R(x,y,z),$$

provided it does not reduce to (3).

All forms of (1) which cannot be subsumed under (3) and (4) are called nonlinear equations.

Thus the equations

$$ap + bq = c, \quad z = x^2 p + y^2 q, \quad (x^2 - y^2)z = xyp - 3x^2y,$$

are linear; the equations

$$(xz + y)^2 = y^2 p + x^2 q, \quad (1 - z)p + (1 + z)q = 0,$$

are quasilinear; and the following are examples of nonlinear equations:

$$p^2 = aq + bz + cx + dy, \quad pq + xp + yq = z.$$
A partial differential equation of second order in two independent variables is similarly written as follows:

\[ F(x,y,z,p,q,r,s,t) = 0, \quad (8) \]

where we use the customary abbreviations:

\[ r = \frac{\partial^2 z}{\partial x^2}, \quad s = \frac{\partial^2 z}{\partial x \partial y}, \quad t = \frac{\partial^2 z}{\partial y^2}. \quad (9) \]

An equation in which \( z,p,q,r,s,t \) are linearly connected is called a linear equation, and all others are nonlinear.

Thus, Poisson's equation,

\[ r + t = \rho(x,y), \quad (10) \]

is linear, but the equation

\[ r^2 + t^2 = z, \quad (11) \]

is nonlinear.

The intrinsic difficulty in the solution of partial differential equations is readily seen from the long history of the subject. Since the initiating of the study of such equations near the close of the 18th century by Lagrange and Laplace, there has been an increasing interest in the problems presented by them. The method of Lagrange was followed by the theory of Cauchy, who introduced the idea of characteristic strips associated with partial differential equations.

The "problem of Pfaff", initiated by J. F. Pfaff (1765–1825), was that of determining the integral equivalent of the equation

\[ P(x,y,z)dx + Q(x,y,z)dy + R(x,y,z)dz = 0, \quad (12) \]

and its generalization to \( n \) variables. This problem was investigated by C. G. J. Jacobi (1804–51) and R. F. A. Clebsch (1833–72) among others and has stimulated intensive research in recent years.

A large group of analysts was attracted during the second half of the 19th century to the various problems presented by partial differential equations, especially to those of second order. For these equations were found to be essential to the development of the theory of surfaces on the one hand and to the solution of physical problems on the other. In a certain sense these two domains of mathematics were connected by the bridge of the calculus of variations. Various aspects of the subject were studied in particular by J. G. Darboux, A. M. Ampère, C. F. Gauss, and G. F. B. Riemann and by many of their contemporaries. Some of the earlier work of G. Monge (1746–1818) was found to be illuminated by these later investigations.

During the latter half of the 19th century we find a wealth of papers on the subject. Conspicuous among these was the work of Madame
Sophie Kovalevski (1850–91), which gave an existence proof for a general system of partial differential equations in \( n \) independent and \( p \) dependent variables.

Among the attractive problems derived from the calculus of variations was that of minimal surfaces, which led to a special type of nonlinear equation which can be reduced to the form

\[(1+q^2)r-2pq+(1+p^2)t=0.\]  \hspace{1cm} (13)

This equation has received considerable modern attention. The problem of Plateau, so called from the investigations of J. Plateau (1801–1883), is that of finding a continuous minimal surface, which passes through a continuous curve. We shall return to this problem in Chapter 14.

The general theory of partial differential equations was set forth by A. R. Forsyth in the fifth and sixth volumes of his Theory of Differential Equations (1900–02) and by E. J. B. Goursat (1858–1936) in his Cours d'analyse mathématiques, Vol. 2, 1918, and in his Leçons sur l'intégration des équations aux dérivées partielles, Vol. 1, 1891 (equations of first order), Vol. 2, 1896 (equations of second order). A notable contribution both for its intrinsic merit and for the abundance of research which it has stimulated was E. Cartan's Leçons sur les invariants intégraux, published in 1922. The contributions to more recent literature of I. M. Janet, J. Horn, J. M. Thomas, T. Y. Thomas, J. A. Schouten, Harry Bateman, and E. Kamke should be mentioned.

But in spite of this abundance of material, the battlements of the nonlinear partial differential equation still present great difficulties to their surmounting. One of the most cogent remarks of Lamb in his Hydrodynamics, a work replete with nonlinear problems, is his simple statement: "The exact equations of steady motion are hardly tractable."

Among the more tractable equations, however, one finds the following

\[\frac{\partial^2 z}{\partial x^2} + \frac{\partial^2 z}{\partial y^2} = ke^{az},\]  \hspace{1cm} (14)

which is called Liouville's equation after J. Liouville (1809–82), who discovered a general integral for it.

This remarkable solution assumes the following form:

\[e^{az} = 2a^{-k} \left[ \left( \frac{\partial u}{\partial x} \right)^2 + \left( \frac{\partial u}{\partial y} \right)^2 \right] / (u^2 + v^2 + 1)^2,\]  \hspace{1cm} (15)

where \( u \) and \( v \) are defined by the equation: \( u + iv = f(x + iy) \), in which \( f(w) \) is an arbitrary analytic function.

The equation of Liouville has a surprising number of applications. It is a special case of the equation derived by Lagrange for the stream
function \( \psi = \psi(x,y) \) in the case of the two-dimensional steady vortex motion of an incompressible fluid, that is,

\[
\frac{\partial^2 \psi}{\partial x^2} + \frac{\partial^2 \psi}{\partial y^2} = F(\psi), \tag{16}
\]

where \( F(\psi) \) is an arbitrary function of \( \psi \).* Liouville's equation is obtained by the obvious specialization: \( F(\psi) = k e^{\psi} \).

This equation also appears in the theory of thermionic emission and in the problem of the isothermal gas sphere. Both of these applications will be discussed in Section 6 of Chapter 12. Because of the intrinsic mathematical interest in the equation, it has been the object of a number of studies prominent among which are the contributions of H. Poincaré, E. Picard, L. Bieberbach, L. Lichtenstein, and G. W. Walker. (See Bibliography).

The most prolific source of nonlinear differential equations has been the problems of hydrodynamics. This we can immediately observe from the equations themselves. The general equations of two-dimensional flow are the following known as the Navier-Stokes equations:†

\[
\begin{align*}
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} &= X \frac{1}{\rho} \frac{\partial \rho}{\partial x} + \mu \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right), \\
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} &= Y \frac{1}{\rho} \frac{\partial \rho}{\partial y} + \mu \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} \right),
\end{align*}
\tag{17}
\]

where \( u \) and \( v \) are the velocity coefficients and \( X \) and \( Y \) the body forces per unit volume in the \( x \) and \( y \) directions, \( \rho \) the pressure per unit area, \( \rho \) the mass density, and \( \mu \) the coefficient of viscosity. To this system must also be added the equation of continuity:

\[
\frac{\partial \rho}{\partial t} + \frac{\partial \rho u}{\partial x} + \frac{\partial \rho v}{\partial y}, \tag{18}
\]

No general solution exists for these equations, but many special examples have been studied. One of these we shall examine in Section 10 of Chapter 12.

We have indicated in the preceding how nonlinear partial differential equations are obtained from physical problems. Another fruitful source is found in the more purely mathematical problems of geometry. A few illustrations of this may prove instructive.

Thus, let us consider the following equation of a surface in three variables, which depends upon two parameters \( \alpha \) and \( \beta \):

\[
f(x,y,z,\alpha,\beta) = 0. \tag{19}
\]

†Named after L. M. H. Navier (1785–1836) and G. G. Stokes (1819–1963), although they were also discovered in a somewhat simpler form by S. D. Poisson.
Differentiating partially with respect to \( x \) and \( y \), we obtain the following equations:

\[
f_x + f_y p = 0, \quad f_y + f_z q = 0. \tag{20}
\]

We now have three equations, the two just given and equation (19) from which \( \alpha \) and \( \beta \) are to be eliminated. The resulting equation will be a partial differential equation of first order, usually nonlinear. For example, if \( z = (x - \alpha)^2 + (y - \beta)^2 \), the resulting differential equation is

\[
4z = p^2 + q^2. \tag{21}
\]

A second method for obtaining a partial differential equation is found in the elimination of the function symbol \( \phi \) from the equation:

\[
\phi(u,v) = 0, \tag{22}
\]

where \( u \) and \( v \) are given functions of \( x, y, z \) and \( \phi \) is an arbitrary function.

To achieve this we now differentiate (22) with respect to \( x \) and \( y \) and thus obtain the following equations:

\[
\phi_u (u_x + pu_z) + \phi_v (v_x + pv_z) = 0,
\]

\[
\phi_u (u_y + qu_z) + \phi_v (v_y + qv_z) = 0. \tag{23}
\]

Since these equations form a homogeneous system satisfied by \( \phi_u \) and \( \phi_v \), it is both necessary and sufficient for the existence of nonzero values of \( \phi_u \) and \( \phi_v \) that the determinant of the system be identically zero.

We thus obtain the following equation:

\[
(u_x + pu_z)(v_y + qv_z) = (v_x + pv_z)(u_y + qu_z), \tag{24}
\]

which can be arranged in the form

\[
Pp + Qp = R \tag{25}
\]

where \( P, Q, \) and \( R \) are the following Jacobians:

\[
P = \frac{\partial(u,v)}{\partial(y,z)}, \quad Q = \frac{\partial(u,v)}{\partial(z,x)}, \quad R = \frac{\partial(u,v)}{\partial(x,y)}. \tag{26}
\]

Although equation (25) is quasilinear, the attainment of its general integral, that is to say, the function defined by (22), usually leads to the solution of a system of ordinary equations which are nonlinear.
To show this, let us find the system of differential equations which have as solutions the functions:

\[ u = a, \quad v = b, \]  
\[ (27) \]

where \( a \) and \( b \) are arbitrary constants.

Forming differentials of these functions, we get

\[ u_x dx + u_y dy + u_z dz = 0, \quad v_x dx + v_y dy + v_z dz = 0, \]  
\[ (28) \]

and from these we have

\[ \frac{dx}{P} = \frac{dy}{Q} = \frac{dz}{R}, \]  
\[ (29) \]

where \( P, Q, \) and \( R \) are the Jacobians defined by (26).

From this we see that to solve equation (25) we first find solutions \( u \) and \( v \) of (26). Then any arbitrary function of \( u \) and \( v \) equated to zero provides a solution of (25). In other words, the quasilinear problem is equivalent to that presented by the system (29) which is, in general, nonlinear.

PROBLEMS

1. Find the differential equation of which the following function is a solution:

\[ z = ax + \beta y + f(\alpha, \beta). \]

Use your results to solve the equation

\[ p(5p^2 + x) + (6\sqrt{q} + y)q = z. \]

2. Find the differential equation for which the following function is a solution:

\[ xz = 2\sqrt{A}x + Ay + B. \]

3. Verify that the function

\[ z = a\sqrt{x^2 + y^2} + f(y/x), \]

is a solution of the following equation:

\[ xp + yg = a\sqrt{x^2 + y^2} \]

4. Compute the functions \( u \) and \( v \) from the equation: \( u + iv = (x + iy)^2 \). Substitute these in (15) and find the corresponding particular solution of Liouville's equation. Verify that the function thus obtained is indeed a solution.

5. In his original study of equation (14) Liouville introduced the equation:

\[ \frac{\partial^2 \log \phi}{\partial s \partial t} = \frac{\phi}{2a^2}, \]

with the corresponding solution:

\[ \phi = \left[ 4a^2 f'(s) g(t) e^{\epsilon(t)} + \epsilon(t) \right] / \left[ 1 + e^{\epsilon(t)} + \epsilon(t) \right]. \]
Use the following transformations:

\[ az = \log \phi, \; s = A(x + iy), \; t = B(x - iy), \]

to transform (14) and determine \( A \) and \( B \) to obtain Liouville's results.

6. Show that the function

\[ z = a + b \cosh^{-1}(\rho/b), \; \rho^2 = x^2 + y^2, \]

is a solution of equation (13).
Chapter 2

The Differential Equation of First Order

1. Introduction

In this chapter we shall consider methods for the solution of the differential equation

\[ F(x, y, y') = 0, \] (1)

where \( F(x, y, y') \) is a function that is continuous and possesses continuous first derivatives with respect to each of the variables in a certain domain \( R \) of values of \( x, y, \) and \( y' \):

If \( P_0 = (x_0, y_0, y'_0) \) is a point in \( R \) which satisfies (1) and if the derivative \( F_y'(x, y, y') \) does not vanish at \( P_0 \), then by the theory of implicit functions there exists a unique function, \( y' \), of the variables \( x \) and \( y \), which is continuous in the neighborhood of \( P_0 \) and which assumes the value \( y'_0 \) when \( x = x_0 \) and \( y = y_0 \). Let us write this function as follows:

\[ \frac{dy}{dx} = f(x, y), \] (2)

which is a convenient representation of the general differential equation of first order.

We shall now assume that this equation has a solution in the domain \( R \), which depends upon an arbitrary parameter \( c \), and which can be written in the form

\[ u(x, y, c) = 0. \] (3)

For every point \( (x, y) \) in the domain \( R \), equation (2) defines the slope of the tangent to every curve represented by (3). Since the explicit determination of (3) is generally a matter of much difficulty, considerable information about the form of the integral curves which it defines can often be obtained if a field of elementary tangents is constructed in the domain \( R \) by drawing short tangent lines at a selected number of points.

This preliminary investigation can be readily understood from an example. For this purpose we shall consider the nonlinear equation

\[ \frac{dy}{dx} = xy(y - 2), \] (4)
which has the following general solution:

\[ y = \frac{2}{1 + ce^{2x}} \]  

(5)

If the parameter \( c \) is determined in such a manner that the integral curve passes through the point \((x_0, y_0)\), then this solution can be written:

\[ y = \frac{2y_0}{y_0 + (2 - y_0)\exp(x^2 - x_0^2)} \]  

(6)

It is clear from (6) that if \( y_0 \) is any real number less than 2, then the solution has no singular point in the finite real plane. If \( y_0 = 2 \), the solution reduces to \( y = y_0 \). If, however, \( y_0 \) is any real number greater than 2, the \( y \) becomes infinite at the points defined by

\[ x^2 = x_0^2 + \log \left( \frac{y_0}{y_0 - 2} \right) \]  

(7)

This situation is shown in Figure 1, where the following six integral curves are represented together with a system of elementary tangents.

I. \((x_0, y_0) = (0, 3), \quad y = \frac{6}{3 - e^{2x}}\)

II. \((x_0, y_0) = (0, 2.04), \quad y = \frac{4.08}{2.04 - 0.04 e^{2x}}\)

III. \((x_0, y_0) = (0, 1.5), \quad y = \frac{3}{1.5 + 0.5 e^{2x}}\)

IV. \((x_0, y_0) = (0, 1), \quad y = \frac{2}{1 + e^{2x}}\)

V. \((x_0, y_0) = (0, 2), \quad y = 2\)

VI. \((x_0, y_0) = (0, -1), \quad y = \frac{2}{1 - 3e^{2x}}\)

The graphical method which we have just illustrated is often the most practical way to obtain a solution if high numerical accuracy is not desired. The method has been described in some detail with a number of illustrations by S. Brodetsky. He described his procedure as follows:

“Draw the locus of all points at which the required family of curves are parallel to the axis of \( x \): it is of course \( f(x, y) = 0 \). Draw the locus of points where they are parallel to the axis of \( y \), i.e., \( 1/f(x, y) = 0 \).
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One or other or both of these loci may not exist in the finite part of the plane; but in any case we get the plane divided up into a number of compartments: in some the required curves have positive $dy/dx$, in others negative $dy/dx$. Now calculate $d^2y/dx^2$ from the given differential equation. This can always be done. Draw the locus of points of inflection, i.e., $d^2y/dx^2=0$. We now have a number of compartments, in some of which the curves are concave upward, viz $d^2y/dx^2$ positive, in others convex downward, viz $d^2y/dx^2$ negative. We have thus divided up the plane into spaces, in each of which the curves satisfying the differential equation have one of the general forms

$$(1) \backslash, \ (2) \check{\slash}, \ (3) \backslash, \ (4) \not\check{\slash} \ldots$$

Now draw a number of short tangents at a convenient number of points, and the geometrical solution of the differential equation is obtained."

The conditions on the first and second derivatives which lead to the four general forms just given may be tabulated as follows:

$$y'<0, \ y''<0, \ \backslash \ (1) \quad y'>0, \ y''<0, \ \check{\slash} \ (2),$$

$$y''>0, \ \backslash \ (3) \quad y''>0, \ \not\check{\slash} \ (4).$$
To illustrate this analysis, we shall consider the example given above. We first observe that when $dy/dx=f(x,y)$, the second derivative is readily computed from the following formula provided $f(x,y)$ has first derivatives with respect to each of the variables:

$$\frac{d^2y}{dx^2} = \frac{\partial f}{\partial x} + \frac{\partial f}{\partial y} \frac{dy}{dx} + \frac{\partial f}{\partial y} f. \quad (9)$$

Since, in the example, we have $dy/dx=xy(y-2)$, we readily compute

$$\frac{d^2y}{dx^2} = y(y-2)(1+2x^2y-2x^2). \quad (10)$$

Setting $xy(y-2)$ equal to zero, we obtain the three lines:

$$x=0, \ y=0, \ y=2,$$

which divide the plane into the six areas shown in Figure 2.

![Figure 2](image)

Similarly, if we equate $y(y-2)(1+2x^2y-2x^2)$ to zero, we obtain the seven areas shown in Figure 3, along the boundaries of which $d^2y/dx^2$ is zero. If the areas in these two figures are superimposed

![Figure 3](image)
and the signs of $y'$ and $y''$ combined, then from table (8) it is possible to show the characteristic form of the integral in each of the areas. The combined picture is shown in Figure 4. If this figure is compared with Figure 1, which shows six integral curves, the nature of the analysis and the help which it affords in sketching the solutions of the original differential equation is readily seen. Along the lines $AB$ and $CD$ the integrals have points of inflection.

2. Isoclines and Curvature

In the preceding section a graphical analysis of the equation,

$$\frac{dy}{dx} = f(x,y), \quad (1)$$

has been described. This analysis can be supplemented, and the actual construction of integral curves aided, by the use of isoclines and circles of curvature, as we shall now show.

If $dy/dx$ is replaced by a constant $m$, then the equation,

$$f(x,y) = m, \quad (2)$$

defines a curve along which the derivative is constant and equal to $m$. Such a curve is called an isocline. In Section 1 isoclines corresponding to $m=0$ and $m=\infty$ were used in defining areas of the plane within which the derivatives remained of one sign.

A field of isoclines is shown in Figure 5, wherein are graphed ten isoclines for the illustrative equation,

$$\frac{dy}{dx} = xy(y-2). \quad (3)$$
The relationship of these curves to the integrals of (3) is shown in
the figure by the three solutions which pass respectively through
the points (0,1), (0,1.4), and (0,2.5).

Figure 5.—Isoclines corresponding to the equation: \( y' = xy(y-2) \).

If, in addition to a pattern of isoclines, we also know something
about the curvature at a series of points, an integral curve can be
readily drawn. To illustrate, let us assume that we wish to construct
a solution of (1) which passes through the point \( P = (x_0, y_0) \). We first
compute the slope \( y'_0 \) and the second derivative \( y''_0 \). From these two
values we can now compute the radius of curvature \( R \) at \( P \) by means
of the formula

\[
R^2 = \frac{(1+y''_0)^3}{y''_0^2};
\]

and, if we so desire, the corresponding center of curvature: \( Q=(a,b) \)
from the formulas

\[
a = x_0 - y'_0 \frac{R_0}{D}, \quad b = y_0 + \frac{R_0}{D}, \quad D^2 = 1 + y''_0^2.
\]
Knowing $y_0$ and $R_0$, a length $R_0$ perpendicular to the tangent at $P$ can be laid off, or, if more accuracy is desired, the coordinates of the center of curvature can be computed. An arc of the circle of curvature is now drawn, and at a suitable distance, depending again upon the desired order of approximation, a new point is chosen and the corresponding slope and radius of curvature determined. This process is continued until an approximate graph of the integral curve has been constructed.

In some cases it may be more convenient to use trigonometric functions in computing $R$. The procedure in this case can be described as follows: Since $dy/dx = \tan \psi$, where $\psi$ is the slope angle, we have

$$\frac{d^2y}{dx^2} = f(x, y, \tan \psi).$$  \hfill (6)

Differentiating $y' = \tan \psi$, we get

$$\frac{d^2y}{dx^2} = \sec^2 \psi \frac{d\psi}{dx} = \sec^2 \psi \frac{d\psi}{ds} \frac{ds}{dx} = \frac{1}{\cos^3 \psi R'},$$  \hfill (7)

since $R = ds/d\psi$ and $dx/ds = \cos \psi$.

Equating (6) and (7), we thus obtain

$$\frac{1}{R} = \cos^3 \psi f(x, y, \tan \psi). \quad (8)$$

As an illustration we return to equation (3). The details of the computation for the integral curve which passes through the initial point: $x_0 = 0, y_0 = 1$ are shown in Figure 6. Successive elementary tangents are drawn together with the directions of the radii of curvature. Three centers of curvature are shown at the points $Q, Q_1,$ and $Q_2$, the corresponding radii being the lengths $PQ, P_1Q_1$, and $P_2Q_2$. Arcs of curvature, $AA', BB'$, and $CC'$ are drawn from these centers and their observed departures from the integral curve provide a graphical estimate of the magnitude of the error involved in this method of approximation. The point $P'$ is an inflection point where the radius of curvature becomes infinite.

Unfortunately the method which we have just described does not provide a numerical estimate of the error in each successive step of the approximation. It must be regarded, therefore, merely as a means of sketching the integral curve. But in Chapter 9 we shall return again to the problem. A better analytical formulation will then be given and an estimate of the error involved in each successive step will be provided.

3. The Integrating Factor

In certain special cases the integration of the equation

$$\frac{dy}{dx} = f(x, y), \quad (1)$$

can be accomplished by the introduction of what is called an integrating factor. To illustrate this method of solution, let us assume that equation (1) has a solution which can be written in the form

$$u(x, y) = 0. \quad (2)$$

Forming the differential of $u(x, y)$, we have

$$\frac{\partial u}{\partial x} dx + \frac{\partial u}{\partial y} dy = 0; \quad (3)$$

from which it follows that we can write

$$f(x, y) = -\frac{\partial u}{\partial y}. \quad (4)$$
Let us now introduce two functions $P(x, y)$ and $Q(x, y)$ and write $f(x, y)$ as the following quotient:

$$f(x, y) = -\frac{P(x, y)}{Q(x, y)}.$$  

In this case equation (1) takes the form

$$P(x, y) \, dx + Q(x, y) \, dy = 0. \tag{5}$$

Upon comparing equation (5) with equation (3) and observing that

$$\frac{\partial}{\partial y} \frac{\partial u}{\partial x} = \frac{\partial}{\partial x} \frac{\partial u}{\partial y}',$$

we see that equation (5) is immediately integrable provided $P$ and $Q$ satisfy the following condition:

$$\frac{\partial P}{\partial y} = \frac{\partial Q}{\partial x}. \tag{6}$$

In this case we say that equation (5) is exact and the solution is obtained by writing: $\frac{\partial u}{\partial x} = P$ and $\frac{\partial u}{\partial y} = Q$. We thus obtain the function $u(x, y)$ by either of the following integrals:

$$u(x, y) = \int P(x, y) \, dx + \phi(y) = \int Q(x, y) \, dy + \psi(x), \tag{7}$$

where the symbols $\partial x$ and $\partial y$ are used to indicate that the integration is partial with respect to $x$ in the first case and $y$ in the second.

In order to determine the functions $\phi(y)$ and $\psi(x)$, let us first substitute

$$u(x, y) = \int P(x, y) \, dx + \phi(y)$$

in the equation

$$\frac{\partial u}{\partial y} = Q(x, y).$$

We thus obtain

$$\frac{\partial}{\partial y} \left\{ \int P(x, y) \, dx + \phi(y) \right\} = Q(x, y),$$

from which we have

$$\frac{d\phi(y)}{dy} = Q(x, y) - \frac{\partial}{\partial y} \int P(x, y) \, dx. \tag{8}$$
Since the left side of this equation is a function of $y$ alone, it follows that the right side must also be a function of $y$ alone. We thus have

$$\frac{\partial}{\partial x} \left\{ Q(x,y) - \frac{\partial}{\partial y} \int P(x,y) \, dx \right\} = 0,$$

which is merely a statement of condition (6) above.

Therefore, upon integrating (8), we obtain $\phi(y)$ from the equation

$$\phi(y) = \int \left\{ Q(x,y) - \frac{\partial}{\partial y} \int P(x,y) \, dx \right\} \, dy. \quad (9)$$

A similar argument shows that $\psi(x)$ can be obtained from the equation

$$\psi(x) = \int \left\{ P(x,y) - \frac{\partial}{\partial x} \int Q(x,y) \, dy \right\} \, dx. \quad (10)$$

As an example, consider the equation

$$(3x^2 - 8xy + 6y^2) \, dx + (12xy - 4x^2 - 6y^2) \, dy = 0.$$ 

Writing $P = 3x^2 - 8xy + 6y^2$, $Q = 12xy - 4x^2 - 6y^2$, we see that the equation is exact since $\partial P/\partial y = -8x + 12y = \partial Q/\partial x$.

Making use of (7) we get

$$u(x,y) = \int (3x^2 - 8xy + 6y^2) \, dx + \phi(y),$$

$$= x^3 - 4x^2y + 6xy^2 + \phi(y).$$

From (9) we then obtain

$$\phi(y) = \int \left\{ 12xy - 4x^2 - 6y^2 - \frac{\partial}{\partial y} (x^3 - 4x^2y + 6xy^2) \right\} \, dy,$$

$$= \int -6y^2 \, dy = -2y^3 + C.$$

The solution of the equation is thus

$$x^3 - 4x^2y + 6xy^2 - 2y^3 + C = 0.$$ 

The same solution is obtained if we compute $u(x,y)$ from the second equation in (7) and determine $\psi(x)$ by means of (10).

In general, equation (5) is not exact. In this case, however, it is theoretically possible, and in some examples it is practical, to make the equation exact by introducing as a multiplier a function $\mu(x,y)$.
called an integrating factor. This function must then satisfy the equation:

$$\frac{\partial (\mu P)}{\partial y} = \frac{\partial (\mu Q)}{\partial x},$$

that is to say, the following partial differential equation:

$$Q \frac{\partial \mu}{\partial x} - P \frac{\partial \mu}{\partial y} + \mu \left( \frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y} \right) = 0. \quad (11)$$

That there exists an infinite number of integrating factors is easily seen from the following considerations, provided there exists at least one solution of equation (5). Let \( \mu \) be any solution of equation (11), let \( u(x,y) = 0 \) be a solution of equation (5), and let \( F(z) \) be a function which possesses a derivative \( F'(z) \), but which is otherwise arbitrary. Then the function \( \mu F(u) \) is also an integrating factor.

To prove this, we substitute \( \mu F(u) \) in equation (11) for \( \mu \) and thus obtain

$$Q \left( F \frac{\partial \mu}{\partial x} + \mu F'' \frac{\partial \mu}{\partial x} \right) - P \left( F \frac{\partial \mu}{\partial y} + \mu F'' \frac{\partial \mu}{\partial y} \right) + F \mu \left( \frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y} \right) = F \left[ Q \frac{\partial \mu}{\partial x} - P \frac{\partial \mu}{\partial y} + \mu \left( \frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y} \right) \right] + \mu F'' \left( Q \frac{\partial u}{\partial x} - P \frac{\partial u}{\partial y} \right). \quad (12)$$

The expression in the brackets is zero from equation (11). Moreover, since \( u(x,y) = 0 \) is a solution of equation (5), it follows that

$$\frac{\partial u}{\partial x} / \frac{\partial u}{\partial y} = P(x,y),$$

and thus the multiplier of \( \mu F'' \) in (12) is also zero. Consequently \( \mu F(u) \) is an integrating factor of (5) since it satisfies equation (11).

In spite of the fact that the integrating factors of (5) are thus infinite in number, it is usually impossible to determine even one of them and other methods must be used to solve the equation. Certain special cases exist, however, where the integrating factor can be found and these will now be discussed.

**PROBLEMS**

1. Show that \((x^2 + y^2)^{-2}\) is an integrating factor for the equation:

\[(x^2 - y^2) \, dx + 2xy \, dy = 0.\]

2. Solve the equation:

\[(x^4y^4 + xy^2) \, dx + (x^2y^3 + x^2y) \, dy = 0.\]

3. Show that \((x^2 + y^2)^{-1}\) is an integrating factor for \( y \, dx - x \, dy = 0.\)

4. Prove that \(\cos x \cos y\) is an integrating factor for the equation:

\[(2x \tan y \sec x + y^2 \sec y) \, dx + (2y \tan x \sec y + x^2 \sec x) \, dy = 0.\]
5. Solve the following equation:
\[
\left(2x + \frac{y}{x^2 + y^2}\right)dx + \left(2y - \frac{x}{x^2 + y^2}\right)dy = 0.
\]

6. Given the equation
\[
[p(x) + yq(x)]dx + y\,dy = 0,
\]
where \(q(x) = k\ p(x),\ k\) arbitrary, show that the following is an integrating factor:
\[
\mu = \exp[-k(y + \int q\,dx)].
\]

7. Show that
\[
\mu = e^{\int p(x)\,dx}
\]
is an integrating factor for the equation:
\[
[y\ p(x) - q(x)]dx + dy = 0.
\]
Use this fact to solve the linear differential equation:
\[
y' + py = q.
\]

8. Prove that \(\mu = 1/(x^2 + y^2)\) is an integrating factor for the equation
\[
(y + x\phi)\,dx - (x - y\phi)\,dy = 0,
\]
where \(\phi = \phi(x^2 + y^2)\).

4. The Homogenous Case

A function \(F(x,y)\) is said to be homogeneous and of degree \(n\) provided it satisfies the condition
\[
F(\lambda x, \lambda y) = \lambda^n F(x,y).
\]

A fundamental property of such functions is found in Euler's theorem, which states that if \(F = F(x,y)\) is a homogeneous function of degree \(n\), then it satisfies the following equation:
\[
nF = x\frac{\partial F}{\partial x} + y\frac{\partial F}{\partial y}.
\]

Euler's extended theorem states that if
\[
F = F(x,y; u,v)
\]
is a homogeneous function of degree \(m\) in \(x\) and \(y\) and of degree \(n\) in \(u\) and \(v\), then \(F\) satisfies the equation:
\[
(n - m)F = \left(u \frac{\partial F}{\partial x} + v \frac{\partial F}{\partial y}\right)\left(x \frac{\partial F}{\partial u} + y \frac{\partial F}{\partial v}\right) - \left(x \frac{\partial F}{\partial u} + y \frac{\partial F}{\partial v}\right)\left(u \frac{\partial F}{\partial x} + v \frac{\partial F}{\partial y}\right).
\]

Returning now to the equation
\[
P(x,y)\,dx + Q(x,y)\,dy = 0,
\]
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we shall assume that \( P(x,y) \) and \( Q(x,y) \) are homogeneous functions of the same degree \( n \). We shall now prove that the function

\[
\mu(x,y) = \frac{1}{xP+yQ},
\]

(6)

is an integration factor for equation (5), provided \( xP+yQ \neq 0 \).

To establish this, we first compute

\[
\frac{\partial(\mu P)}{\partial y} = \mu \frac{\partial P}{\partial y} + P \frac{\partial \mu}{\partial y} = \mu \frac{\partial P}{\partial y} + \mu^2 P \left( x \frac{\partial P}{\partial y} + y \frac{\partial Q}{\partial y} + Q \right),
\]

\[
\frac{\partial(\mu Q)}{\partial x} = \mu \frac{\partial Q}{\partial x} + Q \frac{\partial \mu}{\partial x} = \mu \frac{\partial Q}{\partial x} + \mu^2 Q \left( x \frac{\partial P}{\partial x} + y \frac{\partial Q}{\partial x} + P \right).
\]

The condition that

\[
\frac{\partial(\mu P)}{\partial y} = \frac{\partial(\mu Q)}{\partial x}
\]

reduces to

\[
\frac{\partial P}{\partial y} - \mu P \left( x \frac{\partial P}{\partial y} + y \frac{\partial Q}{\partial y} \right) = \frac{\partial Q}{\partial x} - \mu Q \left( x \frac{\partial P}{\partial x} + y \frac{\partial Q}{\partial x} \right).
\]

Multiplying by the reciprocal of \( \mu \), that is, by \( xP+yQ \), and simplifying the resulting equation, we get

\[
Q \left( x \frac{\partial P}{\partial x} + y \frac{\partial P}{\partial y} \right) = P \left( x \frac{\partial Q}{\partial x} + y \frac{\partial Q}{\partial y} \right).
\]

(8)

Since \( P(x,y) \) and \( Q(x,y) \) were assumed to be homogeneous functions of degree \( n \), they both satisfy Euler's identity (2); that is, we have

\[
x \frac{\partial P}{\partial x} + y \frac{\partial P}{\partial y} = nP, \quad x \frac{\partial Q}{\partial x} + y \frac{\partial Q}{\partial y} = nQ.
\]

When these values are substituted in (8), there results: \( Q(nP) = P(nQ) \). This identity carries with it the proof of the equivalence of the two members of equation (7) and thus \( \mu(x,y) \) is shown to be the integrating factor for equation (5).

The solution of equation (5) is now readily made by means of the transformation:

\[
y = xy.
\]

(9)

Substituting \( dy = x \, dv + v \, dx \) in (5), and observing that both \( P(x,y) \) and \( Q(x,y) \) are homogeneous functions of degree \( n \), we get

\[
P(x,y)dx + Q(x,y)dy = P(x,xv)dx + Q(x,xv)(v \, dx + x \, dv)
\]

\[
= x^n P(1,v)dx + x^n Q(1,v) \, (v \, dx + x \, dv) = 0.
\]
This equation reduces to the following:

$$[P(1,v)+v\ Q(1,v)]\ dx+x\ Q(1,v)\ dv=0. \quad (10)$$

If we use the abbreviation: $G(v)=P(1,v)+v\ Q(1,v)$, then equation (10) can be written:

$$\frac{dx}{x} + \frac{Q(1,y)}{G(v)}\ dv=0, \quad (11)$$

and its integral is

$$\log kx = -\int \frac{Q(1,v)}{G(v)}\ dv. \quad (12)$$

**PROBLEMS**

Solve the following equations:

1. $2xy^3\ \frac{dy}{dx}=4x^4-x^2y^3+2y^4$.
2. $\frac{dy}{dx}=\frac{y+\sqrt{y^2-x^2}}{x}$.
3. $\frac{dy}{dx}=\frac{2x^2+y^2}{-2xy+3y^2}$.
4. $(x^2y-y^3)dx+(xy^2-x^2)dy=0$.

5. Prove Euler’s theorem by taking derivatives with respect to $\lambda$ of both sides of equation (1).

6. If $u=f(a_1,a_2, \ldots, a_n)$ is a linear homogeneous function, that is, $n=1$, prove that

$$\frac{\partial^2 u}{\partial a_1^2} = -\frac{1}{a_1} \left[ a_2 \frac{\partial^2 u}{\partial a_1 \partial a_2} + a_3 \frac{\partial^2 u}{\partial a_1 \partial a_3} + \cdots + a_n \frac{\partial^2 u}{\partial a_1 \partial a_n} \right].$$

7. Use the proposition of Problem 6 to compute the second partial derivative with respect to $x$ of the function: $u=ax^4\ y^{1-k}$.

5. The Equation: $(Ax+By+E)dx=(Cx+Dy+F)\ dy$

As an application of the theory of the preceding section we shall consider the equation:

$$\frac{dy}{dx}=Ax+By+E \quad (Cx+Dy+F')$$

where the coefficients are constants, subject only to the restriction that: $AD-BC \neq 0$.

Equation (1) can be reduced to the form

$$\frac{dy}{dx} = \frac{Ax+By}{Cx+Dy}$$

by means of the linear transformation:

$$x=x'+h, \ y=y'+k.$$
For if these values are substituted in (1) there results:
\[ \frac{dy'}{dx'} = \frac{Ax' + By' + Ah + Bk + E}{Cx' + Dy' + Ch + Dk + F'} \]

Since we have assumed that \( AD - BC \neq 0 \), values of \( h \) and \( k \) can be determined such that
\[ Ah + Bk + E = 0, \quad Ch + Dk + F = 0. \]

Equation (2) will prove to be of great interest to us in connection with the problems of nonlinear mechanics. For this reason we shall give a somewhat detailed description of it. In particular, we shall now describe two methods for its solution, the connection between the two methods, and some special examples.

**First Method of Solution.** Since the right hand member of equation (2) is a homogeneous equation of degree zero, we can apply the method of Section 4 to solve it. Thus, making the transformation: \( y = vx \), and observing, in the notation of Section 4, that we have
\[ G(v) = A + (B - C)v - Dv^2, \]
we obtain the solution of (2) in the form:
\[ \log kx = \int \frac{C + Dv}{A + (B - C)v - Dv^2} dv. \]  
(3)

Although this solution assumes the nonvanishing of \( AD - BC \), this condition can be removed with little difficulty with respect to (1) in the following manner:

The condition \( AD = BC \) implies the linear dependence of the terms \( (Ax + By) \) and \( (Cx + Dy) \) and we readily show that
\[ Ax + By = \frac{A}{C}(Cx + Dy). \]

Hence, if we introduce the function
\[ u = Ax + By, \]
we shall have from equation (1):
\[ \frac{du}{dx} = A + B \frac{dy}{dx} = A + B \frac{Ax + By + E}{Cx + Dy + F'} = A + AB \frac{u + E}{Cu + AF'} = \frac{A[(B + C)u + AF + BE]}{Cu + AF}. \]  
(4)

The variables are thus separated and the equation is integrable.
Second Method of Solution. Introducing an auxiliary variable $t$, and using the abbreviations: $U = Cx + Dy + F$, $V = Ax + By + E$, we can write

$$\frac{dt}{t} = \frac{dx}{Cx + Dy + F} = \frac{dy}{Ax + By + E} = \frac{dx}{U} = \frac{dy}{V} = p\frac{dx + qdy}{pU + qV}, \tag{5}$$

where $p$ and $q$ are arbitrary constant parameters.

In order to integrate (5) we now seek to determine $p$ and $q$ so that (5) can be written in the form:

$$\frac{dt}{t} = \frac{p\, dx + q\, dy}{\lambda(px + qy) + r}. \tag{6}$$

For the determination of $p$ and $q$, we then obtain the equation:

$$pC + qA = \lambda p,$$

$$pD + qB = \lambda q,$$  \tag{7}

in terms of which we can then write

$$r = pF + qE. \tag{8}$$

Since (7) is a homogeneous system in $p$ and $q$, nontrivial solutions will exist for values of $\lambda$ which satisfy the following quadratic equation:

$$\begin{vmatrix} C - \lambda & A \\ D & B - \lambda \end{vmatrix} = \lambda^2 - (B + C)\lambda + BC - AD = 0. \tag{9}$$

Let us denote by $\lambda_1$ and $\lambda_2$ the roots of (9), where $\lambda_1$ and $\lambda_2$ are assumed to be different from one another, and neither is zero, that is, $BC - AD \neq 0$. Let us also denote by $p_1, q_1$ and $p_2, q_2$ the values of $p$ and $q$ which correspond respectively to $\lambda_1$ and $\lambda_2$ and by $r_1$ and $r_2$ the values of $r$ obtained by substituting in (8) the values of $p$ and $q$.

Returning to (6) we now integrate the equation for each set of parameters and thus obtain:

$$t = K_1[\lambda_1(p_1x + q_1y) + r_1]^{1/\lambda_1},$$

$$t = K_2[\lambda_2(p_2x + q_2y) + r_2]^{1/\lambda_2}. \tag{10}$$

Equating these values of $t$ and simplifying the resulting equation, we obtain the solution of equation (1) in the following form:

$$\lambda_1(p_1x + q_1y) + r_1 = K[\lambda_2(p_2x + q_2y) + r_2]^{\lambda_3}, \tag{11}$$

where $K$ is an arbitrary constant.
If \(BC-AD=0\), then one of the roots, let us say \(\lambda_1\), is zero, and some modification is necessary. In this case equation (6) becomes

\[
\frac{dt}{t} = \frac{1}{r} (p\,dx + q\,dy).
\]

The first equation in (10) is thus replaced by

\[
t = K_1 e^{(p_1x + q_1y)/r}.
\]

The resulting solution thus has the form:

\[
p_1x + q_1y = \left(\frac{r_1}{\lambda_2}\right) \log \left[\lambda_2(p_2x + q_2y) + r_2\right] + K. \tag{12}
\]

**Relationship Between the Two Methods of Solution.** As we shall see later the second method of solution has some advantage over the first in certain applications, since it introduces the characteristic equation (9). This advantage can be restored, however, by making in equation (3) the transformation:

\[
w = C + Dv = \frac{Cx + Dy}{x}. \tag{13}
\]

Equation (3) then becomes

\[
\log kx = -\int \frac{w \, dw}{w^2 - (B+C)w + BC - AD'}
\]

\[
= -\int \frac{w \, dw}{(w - \lambda_1)(w - \lambda_2)}, \tag{14}
\]

where \(\lambda_1\) and \(\lambda_2\) are the roots of equation (9).

Assuming that \(BC-AD \neq 0\), we first integrate the right-hand member of (14). By substituting the value of \(w\) as given by (13) in the resulting function, we obtain, after some simplification, the following function:

\[
Cx + Dy - \lambda_2x = K(Cx + Dy - \lambda_1x)^{1/\lambda_2}. \tag{15}
\]

This function can be shown to be equivalent to (11) in which \(r_1\) and \(r_2\) are equated to zero. Thus, we see by (9) that \(\lambda_1 + \lambda_2 = B + C\), and by the second equation in (7) that

\[
p_1 = \frac{\lambda_1 - B}{D} \quad q_1 = \frac{C - \lambda_2}{D} \quad q_1, \quad \text{and} \quad p_2 = \frac{C - \lambda_1}{D} \quad q_2.
\]

When these values of \(p_1\) and \(p_2\) are substituted in (11) and the arbitrary constant \(K\) is replaced by

\[
\frac{[D/(\alpha_2q_2)]^{1/\lambda_2}(\lambda_1q_1/D)}{K},
\]

equation (15) is obtained.
Special Cases. It will be convenient in a later place in this book to have on record a few special cases for ready reference. These are as follows:

Case 1.—The characteristic roots are pure imaginaries: \( \lambda_1 = \lambda i, \lambda_2 = -\lambda i, BC-AD > 0 \).

Substituting these values of the roots of (9) in (11), and assuming that \( r_1 = r_2 = 0 \), which means that we are solving equation (2), we obtain after some simplification the following equation:

\[
Ax^2 + 2Bxy - Dy^2 = K. \tag{16}
\]

The solution is thus a conic section. But since \( B = -C \), and \( BC-AD = -B^2-AD > 0 \), the conic is found to be an ellipse.

Case 2.—The roots are real and equal: \( \lambda_1 = \lambda_2 = \lambda \).

In this case the coefficients of (1) satisfy the equation

\[
(B-C)^2 = -4AD. \tag{17}
\]

If \( B = C \), then either \( A \) or \( D \) must be zero, and if \( B = -C \), then \( BC-AD = 0 \). We shall first consider the solution when neither of these conditions hold. In this case we obtain from (14)

\[
\log kx = -\int \frac{wdw}{(w-\lambda)^2} = -\log (w-\lambda) + \lambda(w-\lambda)^{-1}. \tag{18}
\]

Replacing \( w \) by its value from (13), we get

\[
\log [k(Cx+Dy-\lambda x)] = \lambda x / (Cx+Dy-\lambda x), \tag{19}
\]

where \( \lambda = \frac{1}{2} (B+C) \).

If \( B = C \) and \( A = 0 \), we obtain the solution most readily from (3). It is found to be

\[
Bx = Dy \log ky. \tag{20}
\]

Similarly, if \( B = C \) and \( D = 0 \), the solution becomes

\[
By = Ax \log kx. \tag{21}
\]

If \( B = C \) and if both \( A \) and \( D \) are zero, equation (1) becomes

\[
\frac{dy}{dx} = \frac{By + E}{Bx + F'}, \tag{22}
\]

the solution of which is the straight line,

\[
By + E = K(Bx + F). \tag{23}
\]
If $B=-C$ and $BC-AD=0$, the solution is reduced to equation (4), which can be written

$$A(AF+BE)dx=(-Bu+AF)du.$$ 

The solution is found to be

$$A(AF+BE)x=-\frac{1}{2}Bu^2+AFu+K,$$

which reduces to the parabola

$$(Ax+By)^2+2A(Ex-Fy)=K'. \quad (24)$$

Case 3.—The characteristic roots are complex numbers: $\lambda_1=\lambda+\mu i$, $\lambda_2=\lambda-\mu i$.

It will be convenient in this case to use the form of the solution given by (15), which, however, will be written in the form

$$\lambda_2 \log (Cx+Dy-\lambda_2 x)=\lambda_1 \log (Cx+Dy-\lambda_1 x)+k, \quad (25)$$

where $k=\log K$.

Making use of the abbreviations:

$$u=Cx+Dy-\lambda x, \ v=\mu x, \ r^2=u^2+v^2,$$

we observe that we can write (25) as follows:

$$(\lambda-\mu i) \log (u+vi)=(\lambda+\mu i) \log (u-vi)+k,$$

$$(\lambda-\mu i) \left[ \log r+i \arctan \frac{v}{u} \right]=(\lambda+\mu i) \left[ \log r-i \arctan \frac{v}{u} \right]+k.$$

This equation readily reduces to the following:

$$2i \left( \lambda \arctan \frac{v}{u}-\mu \log r \right)=k.$$

Since $k$ is arbitrary and may, in particular, contain $2i$ as a factor, we obtain finally the real solution:

$$\mu \log r=\lambda \arctan \frac{v}{u}+k. \quad (26)$$

The following examples will illustrate the theory given above:

Example 1. Solve the equation

$$\frac{dy}{dx} = \frac{2x+2y}{5x-y}. \quad (27)$$
Solution by the First Method. By means of the transformation: \(y = vx\), equation (27) reduces to

\[
x \frac{dv}{dx} = \frac{2-3v+v^2}{5-v},
\]

from which we get by (3)

\[
\log kx = \int \frac{5-v}{2-3v+v^2} dv = \int \left[ \frac{-4}{v-1} + \frac{3}{v-2} \right] dv = \log \left[ \frac{(v-2)^3}{(v-1)^4} \right].
\]

Replacing \(v\) by \(y/x\) and simplifying, we obtain the solution in the form

\[(y-2x)^3 = k(y-x)^4. \tag{28}\]

Solution by the Second Method. Writing equation (27) in the form

\[
dy \quad \frac{2x+2y}{5x-y} = dx,
\]

we identify the coefficients: \(A = 2\), \(B = 2\), \(C = 5\), \(D = -1\), and from them obtain equation (9): \(\lambda^2 - 7\lambda + 12 = 0\), with roots \(\lambda_1 = 3\) and \(\lambda_2 = 4\).

The first equation in (7) becomes: \(5p + 2q = \lambda p\). Assuming arbitrarily that \(p_1 = 1\), and replacing \(\lambda\) by \(\lambda_1 = 3\), we get \(q_1 = -1\). Similarly, assuming \(p_2 = 2\) and replacing \(\lambda\) by \(\lambda_2 = 4\), we find \(q_2 = -1\).

Substituting these values in equation (11), and observing that \(r_1 = r_2 = 0\), we obtain the solution in the form

\[3(x-y) = K[4(2x-y)]^{3/4}.\]

This equation can also be written

\[(y-2x)^3 = k(y-x)^4,\]

in agreement with (28), if we write \(k = -3^4/(K^44^3)\).

Example 2. Solve the equation

\[
\frac{dx}{x-y} = \frac{dy}{x+y}. \tag{29}
\]

Solution: In this case equation (9) becomes: \(\lambda^2 - 2\lambda + 2 = 0\), with roots respectively equal to \(1+i\) and \(1-i\). The equation is thus included under Case 3 above, where \(\lambda = \mu = 1\). Since \(u = -y, v = x\), we have \(r^2 = x^2 + y^2\).

The solution as given by (26) thus reduces to

\[\log (x^2 + y^2) = -2 \arctan \frac{x}{y} + k. \tag{30}\]
Introducing polar coordinates, \( r \) and \( \theta \), where \( x = r \cos \theta \), \( y = r \sin \theta \), and observing that \( x/y = \cot \theta = \tan \left( \frac{1}{2} \pi - \theta \right) \), we reduce (30) to the form

\[
\log r^2 = -2 \left( \frac{1}{2} \pi - \theta \right) + k = 2\theta + k';
\]

which can also be written:

\[
r^2 = Ke^{2\theta}. \tag{31}
\]

**PROBLEMS**

Solve the following equations:

1. \( \frac{dy}{dx} = \frac{x + 2y + 3}{3x + 2y + 4} \)
2. \( \frac{dy}{dx} = \frac{3x + 6y + 5}{2x - 3y - 2} \)
3. \( \frac{dy}{dx} = \frac{10x - 3y + 3}{6x + 7y + 2} \)
4. \( \frac{dy}{dx} = \frac{2x - y + 10}{x + 2y + 12} \)

5. Show that the solution of the second illustrative example can be written

\[
(x^2 + y^2) \left( \frac{x + iy}{x - iy} \right)^i = \text{constant}.
\]

6. **Special Cases for Which the Integrating Factor Is Known**

Returning to the general equation:

\[
P(x,y)dx + Q(x,y)dy = 0, \tag{1}
\]

we shall consider certain special cases for which the integrating factor is known.

**Case 1.**—The differential equation

\[
f(y/x)dx - dy = 0, \tag{2}
\]

has as an integrating factor the function

\[
\mu = 1/[y - xf(y/x)]. \tag{3}
\]

This is readily verified by direct substitution in the equation

\[
\frac{\partial (\mu P)}{\partial y} = \frac{\partial (\mu Q)}{\partial x}, \tag{4}
\]

but is more easily proved by observing that \( P = f(y/x) \) and \( Q = -1 \) are homogeneous functions of degree 0. The integrating factor is then obtained from (6) of Section 4.
CASE 2.—The function
\[ \mu = \frac{1}{x^2 + y^2} \]  
(5)
is an integrating factor for the equation
\[ (y + xF)dx - (x - yF)dy = 0, \]  
(6)
provided \( F = F(x^2 + y^2). \)
The proof follows by direct substitution in (4).

CASE 3.—If \( P \) and \( Q \) are functions such that
\[ \frac{1}{Q} \left( \frac{\partial P}{\partial y} - \frac{\partial Q}{\partial x} \right) = g(x) \]  
(7)
where \( g(x) \) is a function of \( x \) alone, then an integrating factor is furnish ed by the function
\[ \mu = Ke^{\int g(x) dx}. \]  
(8)

Proof: If \( \mu \) is assumed to be a function of \( x \) alone, then equation (4) reduces to the following:
\[ \frac{d\mu}{dx} = \mu \left( \frac{\partial P}{\partial y} - \frac{\partial Q}{\partial x} \right) / Q. \]  
(9)

But \( \mu \) cannot be a function of \( x \) alone unless the multiplier of \( \mu \) in (9) is also a function of \( x \) alone, let us say, \( g(x) \). In this case (8) is a solution of (9) and the theorem follows as a consequence.

CASE 4.—A similar result is obtained if we assume that
\[ \left( \frac{\partial P}{\partial y} - \frac{\partial Q}{\partial x} \right) \left( Q \frac{\partial \phi}{\partial y} - P \frac{\partial \phi}{\partial x} \right) = g(\phi), \]  
(10)
where \( \phi = \phi(x, y) \) is an arbitrary function of \( x \) and \( y \), subject only to the conditions (a) that its first partial derivatives exist and (b) that the denominator of the left-hand member of (10) does not vanish identically.

Under these assumptions the function
\[ \mu = Ke^{\int g(\phi) d\phi} \]  
(11)
is an integrating factor of (1).

Proof: If \( \mu \) is an integrating factor, then the identity (4) must hold, which in this case reduces to the following equation:
\[ \frac{\partial P}{\partial y} + P \frac{d\mu}{d\phi} \frac{\partial \phi}{\partial y} = \mu \frac{\partial Q}{\partial x} + Q \frac{d\mu}{d\phi} \frac{\partial \phi}{\partial x}. \]
This equation can be written:
\[
\frac{d\mu}{d\phi} \left[ P \frac{\partial \phi}{\partial y} - Q \frac{\partial \phi}{\partial x} \right] = \mu \left[ \frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y} \right],
\]
that is,
\[
\frac{d\mu}{d\phi} = \mu g(\phi),
\]
the solution of which is (11).

Case 5.—(Goursat). The differential equation
\[
y(a + \alpha x^m y^n) dx + x(b + \beta x^m y^n) dy = 0, \tag{12}
\]
has as an integrating factor
\[
\mu = x^p y^q, \tag{13}
\]
provided \((b\alpha - \beta a) \neq 0\). The values of \(p\) and \(q\) are determined from the equations
\[
b p - a q = a - b, \quad \beta p - a q = \alpha (n + 1) - \beta (m + 1). \tag{14}
\]
The proof is immediate if we substitute
\[
P = ax^p y^{q+1} + \alpha x^{m+p} y^{n+q+1}, \quad Q = bx^{p+1} y^q + \beta x^{m+p+1} y^{n+q},
\]
in (4) and equate to zero the coefficients of the terms \(x^p y^q\) and \(x^{m+p} y^{n+q}\).

The case where \(b\alpha - \beta a = 0\) is trivial, since (12) then reduces to
\[
\alpha y dx + \beta x dy = 0.
\]

Case 6.—If \(P = y p(xy)\) and \(Q = x q(xy)\), then the function
\[
\mu = 1/(x P - y Q) \tag{15}
\]
is an integrating factor of (1).

Proof: Substituting \(\mu P\) and \(\mu Q\) in (4), we obtain after simplification the following equation which must be identically satisfied:
\[
P(x Q_x - y Q_y - Q) = Q(x P_x - y P_y + P), \tag{16}
\]
where \(P_x, P_y, Q_x, Q_y\) are the partial derivatives of \(P\) and \(Q\) with respect to \(x\) and \(y\).

When the following derivatives:
\[
P_x = y^p p', \quad P_y = x y p', \quad Q_x = x y q' + q, \quad Q_y = x^2 q',
\]
are substituted in (16), each parenthesis is reduced to zero.
Case 7.—If $P$ and $Q$ satisfy the following equations:

\[ P_x = Q_y, \quad P_y = -Q_x, \quad (17) \]

then an integrating factor of (1) is the function:

\[ \mu = (P^2 + Q^2)^{-1}. \quad (18) \]

The proof follows without difficulty by appropriate substitution in equation (4). Of more interest is the observation that (17) are the Cauchy-Riemann conditions which are satisfied by $P$ and $Q$ defined as the components of an analytic function of a complex variable, that is,

\[ f(x + iy) = P(x, y) + iQ(x, y). \quad (19) \]

Both $P$ and $Q$ are solutions of Laplace's equation:

\[ \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} = 0. \quad (20) \]

**PROBLEMS**

1. Solve the following equation:

\[ (-3y + 2x^2y)dx + (4x - 3x^2y^2)dy = 0. \]

2. Show that $\mu = \mu(x^2y^2)$ is an integrating factor of (1) provided $P$ and $Q$ satisfy the following:

\[ xy \left( \frac{P_y - Q_x}{yQ - xP} \right) = \phi(x^2y^2), \]

where $\phi(x)$ is an arbitrary function.

3. Find the solution of the following equation:

\[ (\alpha x^2 + 2\beta xy + \gamma y^2 + \alpha x + \beta y)dx + (\beta x + \gamma y)dy = 0. \]

4. Determine the integrating factor for the equation:

\[ \log (x^2 + y^2)dx + 2 \arctan \frac{y}{x} dy = 0. \]

Use this factor to obtain its solution.

5. Determine a condition similar to that given in Problem 2 which must be satisfied by $P$ and $Q$ in order that the equation

\[ P dx + Q dy = 0 \]

should have as an integrating factor: $\mu = \mu(x/y)$.

6. If $P$ and $Q$ are functions such that

\[ P_x - Q_y = Pf(y) - Qg(x), \]

show that equation (1) has as an integrating factor $\mu = u(x) v(y)$, where $u$ and $v$ are solutions of the following equations:

\[ u' + gu = 0, \quad v' + fv = 0. \]
7. Some Particular Differential Equations

There exist a number of special cases of differential equations, which are of interest either because they can be integrated by simple devices, or because they throw light upon special aspects of the problem of integration. A few of these will be discussed below.

(a) Bernoulli's Equation. This equation, studied by Jacob Bernoulli (1654–1705) in 1695, has the form:

\[ y' = f(x)y + g(x) \; y^\alpha. \]  \hspace{1cm} (1)

If we make the transformation: \( y = z^\beta \), this equation becomes

\[ z' = \frac{1}{\beta} f(x) \; z + \frac{1}{\beta} g(x) \; z^{\beta(\alpha-1)+1} \]  \hspace{1cm} (2)

Setting \( \beta(\alpha-1)+1 = 0 \), that is, \( \beta = 1/(1-\alpha) \), we obtain the following linear equation:

\[ z' = f(x) \; (1-\alpha)z + g(x) \; (1-\alpha), \]  \hspace{1cm} (3)

which is integrated by a single quadrature.

(b) Clairaut's Equation. This equation, solved by A. C. Clairaut (1713–65), has the form:

\[ y = xy' + f(y'), \]  \hspace{1cm} (4)

where we shall assume that \( f(y') \) has a first derivative.

Special interest attaches to Clairaut's equation, since it has both a general solution and a singular solution. The latter is not contained in the general solution. To understand the situation, let us take the derivative of (4) from which we obtain:

\[ y' = xy'' + y' + f'(y') \; y''. \]  \hspace{1cm} (5)

Since this equation can also be written

\[ y''(x) \; [x + f'(y')] = 0, \]  \hspace{1cm} (6)

it follows that solutions of (4) should be contained in the solutions of one or the other of the equations:

\[ \text{(A) } y''(x) = 0; \quad \text{(B) } x + f'(y') = 0. \]  \hspace{1cm} (7)

The solution of equation (A) is clearly: \( y = cx + d \), whence \( y' = c \). Substituting this value in (4), we obtain what is called the general solution of Clairaut's equation, namely,

\[ y = cx + f(c). \]  \hspace{1cm} (8)
If, now, we substitute \( y' = c \) in equation (B) of (7) and eliminate \( c \) between it and equation (8), we obtain what is called the singular solution.

The reason for this is readily found in the theory of envelopes of a one-parameter system of equations, which we can conveniently represent as follows:

\[
F(x, y, c) = 0. \tag{9}
\]

If an envelope exists, then it is obtained by eliminating \( c \) between the equations:

\[
F(x, y, c) = 0, \quad \frac{\partial}{\partial c} F(x, y, c) = 0. \tag{10}
\]

The result of this elimination is called the \( c \)-discriminant equation.

It is clear that equation (8) is a one-parameter family of non-parallel lines and that the envelope of the lines is obtained by eliminating \( c \) between (8) and the second equation of (10), which in this case reduces to

\[
x + f'(c) = 0. \tag{11}
\]

But this equation is the same as (B) in (7) in which \( y' \) has been replaced by \( c \).

The situation is illustrated by the following example:

**Example.** Discuss the solution of the equation

\[
y = xy' + \cos y'. \tag{12}
\]

**Solution:** The general solution is the family of lines:

\[
y = cx + \cos c. \tag{13}
\]
THE DIFFERENTIAL EQUATION OF FIRST ORDER

The singular solution is found to be

\[ y = x \arcsin x + \cos(\arcsin x), \]

\[ = x \arcsin x + \sqrt{1 - x^2}. \]  \hspace{1cm} (14)

That the singular solution is the envelope of the family of lines is immediately seen from Figure 7.

An interesting generalization of Clairaut's equation is furnished by the following system:

\[ y = xy' + f(y', z'), \quad z = xz' + g(y', z'), \]  \hspace{1cm} (15)

where \( f \) and \( g \) are assumed to be functions with first derivatives in both variables.

If we take derivatives of equations (15), we obtain the following system:

\[ (x + f_y) y'' + f_z z'' = 0, \]  \hspace{1cm} (16)

\[ g_y y'' + (x + g_x) z'' = 0, \]

where \( f_y, f_z, g_y, \) and \( g_x \) denote partial derivatives of \( f \) and \( g \) with respect to \( y' \) and \( z' \).

It is clear that equations (16) are satisfied if \( y'' = z'' = 0 \), whence \( y' = a \) and \( z' = b \). We thus obtain as the general solution of (15) the following two families of lines:

\[ y = ax + f(a, b), \quad z = bx + g(a, b). \]  \hspace{1cm} (17)

But it is also seen that nonzero values of \( y'' \) and \( z'' \) will satisfy (16) provided the following equation is satisfied identically by \( y' \) and \( z' \):

\[ (x + f_y)(x + g_x) - f_z g_y = 0. \]  \hspace{1cm} (18)

If \( y' \) and \( z' \) can be eliminated between (15) and (18) the resulting equation, let us say, \( F(x, y, z) = 0 \), is that of a surface to which the lines (17) are tangent.

(c) Chrystal's Equation. The equation

\[ \left( \frac{dy}{dx} \right)^2 + Ax \frac{dy}{dx} + By + Cz^2 = 0, \]  \hspace{1cm} (19)

was discussed in some detail by G. Chrystal (1851–1911) in 1896. Like Clairaut's equation, under certain conditions it may have a singular solution.

We first solve (19) for \( y' \) and thus obtain:

\[ y' = -\frac{1}{2} Ax \pm \frac{1}{2} \left( A^2 x^2 - By - 4Cz^2 \right)^{1/2}. \]  \hspace{1cm} (20)
By means of the transformation:

$$4By = (A^2 - 4C - z^2)x^2,$$  \hspace{1cm} (21)

equation (20) reduces to the following form:

$$x2z' = A^2 + AB - 4C \pm Bz - z^2,$$  \hspace{1cm} (22)

which can be written

$$(A^2 + AB - 4C \pm Bz - z^2)^{-1} z \, dz = dx/x.$$  \hspace{1cm} (23)

If $a$ and $b$ are the roots of the equation

$$z^2 + Bz + 4C - AB - A^2 = 0,$$  \hspace{1cm} (24)

that is, $a, b = \pm \frac{1}{2} B \pm \frac{1}{2} Q$, where $Q^2 = (2A + B)^2 - 16C$, then (23) can be written

$$\frac{z \, dz}{(z-a)(z-b)} = -\frac{dx}{x}.$$  \hspace{1cm} (25)

If $a \neq b$, the solution of (25) is found to be

$$x(z-a)^m(z-b)^n = c, \quad m = a/(a-b), \quad n = -b/(a-b),$$  \hspace{1cm} (26)

where $c$ is an arbitrary constant.

If $a = b$, that is, if $Q = 0$, equation (26) is replaced by

$$x(z-a) \exp[a/(a-z)] = c.$$  \hspace{1cm} (27)

Thus the solution is no longer algebraic but transcendental. Hence the analytical character of the solution depends upon $Q$. If, for example, $Q$ is a rational number, then $x$ and $y$ are connected by a rational function.

A parabolic solution is obtained if one of the roots is zero, which, by (24), is the case when we have

$$A^2 + AB - 4C = 0,$$  \hspace{1cm} (28)

or what is the same thing: $Q = B$.

In this case we have

$$x(z \pm B) = c,$$  \hspace{1cm} (29)

from which we obtain as the solution of (19) the parabola:

$$4By = -ABz^2 - (c \pm Bx)^2.$$  \hspace{1cm} (30)
If we compute the $c$-discriminant corresponding to this family of parabolas we find that its envelope is the parabola

$$4By = -ABx^2. \quad (31)$$

If we now substitute this function in the original equation (19) to see whether or not it is a singular solution, we find that it is a solution provided the coefficients of the equation satisfy (28).

That this should be the case is not surprising, however, for it will be observed that when the coefficients of (19) satisfy (28), equation (22) reduces to the Clairaut form.

**PROBLEMS**

1. Show that the singular solution of $y = xy' + 1/y'$ is a parabola.

2. Find a curve such that the product of the distances from two fixed points $F$ and $F'$ to any of its tangents is always equal to a constant $b^2$. *Hint:* Let the two points be $(c,0)$ and $(-c,0)$ and $P(x,y)$ the point on the curve through which the tangent passes. Show that the conditions of the problem lead to the differential equation:

$$(y - xy')^2 = b^2 + a^2y'^2, a^2 = b^2 + c^2.$$  

Hence, show that the solution is an ellipse with semi-axes equal respectively to $a$ and $b$.

3. Find a curve such that the coordinate axes cut off from any tangent a constant length $a$. Show that the problem leads to the differential equation

$$(1 + y'^2)(y - xy') = a^2y'^2,$$

and that the singular solution is the *astroid*:

$$x^{\frac{2}{3}} + y^{\frac{2}{3}} = a^{\frac{2}{3}}.$$  

4. The equation

$$y = xf(p) + g(p),$$

where $p = y'$ is called *d'Alembert's equation*. Show that its solution in parametric form is obtained by combining it with the solution of the following equation:

$$\frac{dx}{dp} + \frac{xf'(p) + g'(p)}{f(p) - p} = 0.$$  

Hence, solve the equation: $y = (1 + y')x + y'^2$.

**8. Singular Solutions**

The problem of the existence of singular solutions of differential equations of first order has been the subject of numerous investigations since Clairaut exhibited the first example. Both A. Cayley and J. G. Darboux contributed independent papers on the problem in 1872-73. Extensive memoirs were published by W. P. Workman in 1887 and by M. J. M. Hill in 1888 and 1918. G. Chrystal investigated the problem in 1897 in a paper which contained the equation discussed
in the preceding section. A. R. Forsyth, E. Goursat, and E. Picard have all given extensive attention to the problem in their respective treatises on differential equations. An especially lucid treatment of singular solutions will be found in the treatise of E. L. Ince.*

Since there exist a number of convenient sources where the reader may find an adequate discussion of the problem, we shall limit our treatment here to a review of a few salient features of the subject.

Let us consider a differential equation of first order in the form

$$f(x, y, p) = 0,$$

(1)

where \( p = \frac{dy}{dx} \). Let us first designate by \( f_p(x, y, p) \) the partial derivative of (1) with respect to \( p \).

Then the equation

$$f_p(x, y, p) = 0,$$

(2)

together with (1) forms a system from which \( p \), in many cases, can be eliminated. The resulting equation, which we shall denote by

$$g(x, y) = 0,$$

(3)

defines a curve which is called the \( p \)-discriminant locus.

This function does not necessarily furnish a solution of (1) since it may contain loci of singular points called \( \text{tac-loci, cusp-loci, and nodal-loci} \), which will not satisfy the equation. Examples of these loci are shown in Figure 8.

![Figure 8](image)

If a singular solution, namely, the envelope of the integral curves, exists it will be found in both the \( p \)-discriminant and the \( c \)-discriminant loci.

If we now differentiate (1) with respect to \( x \), we obtain the equation

$$f_x + f_y \frac{dy}{dx} + f_p \frac{dp}{dx} = 0,$$

*For the specific references to these works see the Bibliography.
which, by virtue of (2), reduces to

\[ f_z(x,y,p) + pf_v(x,y,p) = 0. \]  

(4)

The fundamental criteria for the existence of a singular solution can now be stated as follows:

(a) A necessary condition for the existence of a singular solution of equation (1) is that the three equations:

\[ f=0, f_p=0, f_z+p f_v=0, \]  

(5)

shall be simultaneously satisfied by a continuous function of \( x \) and \( y \).

(b) A sufficient condition for the existence of a singular solution is that, in addition to satisfying equations (5), the function of \( x \) and \( y \) must be such that

\[ f_v \neq 0. \]  

(6)

Thus, referring to Chrystal's equation [(19), Section 7], the singular solution must satisfy the following three equations:

\[ p^2 + Apx + By + Cx^2 = 0, \quad 2p + Ax = 0, \quad A + 2Cx + Bp = 0. \]  

(7)

From the first two equations we get

\[ 4By = (A^2 - 4C)x^2, \]  

(8)

and the third equation is satisfied only if \( A^2 + AB = 4C \), which reduces (8) to \( 4By = ABx^2 \). The condition, \( f_v \neq 0 \), introduces the assumption that \( B \neq 0 \). If this is not the case, then the solution of the original equation degenerates into the parabola:

\[ y = -\frac{1}{4} Ax^2 + c, \]

and there is no singular solution.

If we refer to Figure 8, we find the representation of three types of loci. In figure (a) we observe a nodal locus, where the nodes form a series of singular points along the integral curve \( AA' \). Since the nodal loops are not tangent to \( AA' \), they do not form an envelope and thus the nodal locus does not provide a singular solution of the equation. But in (a') the situation is different. The nodal loops are now tangent to \( AA' \) and thus, since they form an envelope, the nodal locus is a singular solution.

The same situation is shown in (b) and (b'), where in the one case the cusps are not tangent to the integral curve \( BB' \), but in the second case are tangent to it. Since the cusps in (b') form an envelope the cusp-locus provides a singular solution for the equation.
A tac-locus $DD'$ is shown in (c) together with an envelope $CC'$ and a nodal locus $EE'$. The tac-locus, when it exists, may be found in the $p$-discriminant. A necessary condition for this, but not a sufficient one, is that the following four equations should be simultaneously satisfied:

$$f(x,y,p)=0, f_x=0, f_z=0, f_y=0. \tag{9}$$

A classical example illustrating this situation is provided by the equation:

$$A^2xp^2=(Bx-a)^2,$$

the general solution of which is readily found to be

$$9A^2(y+c)^2=4x(Bx-3a)^2.$$  

The $p$-discriminant and the $c$-discriminant are respectively the following:

$$x(Bx-a)^2=0,$$

$$x(Bx-3a)^2=0.$$  

Three loci are now observed, namely,

$$x=0, \quad Bx-a=0, \quad Bx-3a=0,$$

the first of which is common to both discriminants. This is the envelope of the general solution and, noting that $p$ is infinite, we see that it is a singular solution of the equation. The second equation is that of the tac-locus and the third that of the nodal-locus.

The obvious intricacies of the problem of finding singular solutions and extraneous loci of singular points led E. B. Wilson to make the following general comment:* "Many authors use a great deal of time and space discussing just what may and what may not occur among the extraneous loci and how many times it may occur. The result is a considerable number of statements which in their details are either grossly incomplete or glaringly false or both. The rules here given for finding singular solutions should not be regarded in any other light than as leading to some expressions which are to be examined, the best way one can, to find out whether or not they are singular solutions."

---

*Advanced Calculus, New York, 1912, p. 233."
Chapter 3

The Riccati Equation

1. The Riccati Equation

In the first chapter it was shown that the elimination of the arbitrary constant \( k \) from the function

\[
y = \frac{a(x) + kb(x)}{c(x) + kd(x)},
\]

leads to a nonlinear differential equation of the following form:

\[
\frac{dy}{dx} + Q(x)y + R(x)y^2 = P(x).
\]

(1)

This is called a Riccati equation, named after Jacopo Francesco, Count Riccati (1676–1754), who published what is equivalent to the following form in 1724:*  

\[
\frac{dy}{dx} + ay^2 = bx^n.
\]

(2)

This special equation is frequently referred to as Riccati's equation and (1) is then called the generalized Riccati equation. We shall not recognize this distinction, however, since we wish to refer to a second order equation as the generalization of (1). Riccati does not appear to have contributed essentially to the solution of his equation.

The particular case

\[
\frac{dy}{dx} + y^2 + x^2,
\]

(3)

was first considered by John Bernoulli (1667–1748) as early as 1694, but he confessed his inability to solve it.† Some 9 years later in 1703 his brother James Bernoulli (1654–1705) obtained a solution in the form:

\[
y = \frac{F(x)}{G(x)},
\]

---

† In a letter to Leibniz. See Leibniz: Gesammelte Werke, 1855, Vol. 3, pp. 50–87.
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where \( F(x) \) and \( G(x) \) are power series in \( x \). Dividing \( F(x) \) by \( G(x) \) he succeeded in obtaining the following formal solution:

\[
y = \frac{1}{3} x^3 + \frac{1}{3^2 \cdot 7} x^7 + \frac{2}{3^3 \cdot 7 \cdot 11} x^{11} + \frac{13}{3^4 \cdot 5 \cdot 7^2 \cdot 11} x^{15} + \ldots
\]

(4)

Daniel Bernoulli (1700–1782) made the first essential contribution by publishing in 1725 a solution of (2) for those values of \( n \) for which a solution can be obtained in finite terms.†

Stimulated by these early researches, mathematicians turned with much interest to further study of this equation. Its intimate connection with the general linear homogeneous differential equation of second order gave it importance. It was found to have an application in the theory of Bessel functions and it made its appearance in a surprising number of problems. Among the important mathematicians who have studied it we find the names of L. Euler, A. Cayley, C. J. Hargreave, J. Liouville, L. Schafli, J. W. L. Glaisher, A. G. Greenhill, and numerous others. Its bibliography is extensive and reference to a number of these contributions will be found in the Bibliography at the end of this volume.

Returning to equation (1) we shall assume that \( P(x), Q(x) \) and \( R(x) \) are given functions defined, together with their derivatives, within a region \( D \). We shall also assume that \( P(x) \) is not identically zero, for in this case we obtain the null equation:

\[
\frac{dy}{dx} + Q(x) y + R(x) y^2 = 0,
\]

(5)

which is immediately reduced to linear form by means of the transformation:

\[
y = \frac{1}{v}
\]

(6)

We thus obtain the equation:

\[
\frac{dv}{dx} - Q(x) v = R(x),
\]

(7)

which has the general solution:

\[
v = Ce^{-\int Q dx} + e^{\int Q dx} \int^x R(t) e^{-\int Q dt} dt.
\]

(8)

† Acta Eruditorum, 1725, pp. 465-473.
2. Relationship Between the Riccati Equation and the Linear Differential Equation of Second Order

The importance of the Riccati equation in the theory of differential equations is due in part to the following relationship between it and the general linear differential equation of second order.

Thus, given the general Riccati equation,

\[
\frac{dy}{dx} + Q(x)y + R(x)y^2 = P(x),
\]

(1)

let us make the transformation:

\[
y = \frac{1}{Ru} \frac{du}{dx} = \frac{u'}{Ru}.
\]

(2)

The resulting equation is the following linear differential equation of second order:

\[
R \frac{d^2u}{dx^2} - (R' - QR) \frac{du}{dx} - PR^2u = 0.
\]

(3)

Conversely, there corresponds to the general homogeneous linear differential equation of second order a Riccati equation. Thus, given the equation

\[
A(x) \frac{d^2u}{dx^2} + B(x) \frac{du}{dx} + C(x)u = 0,
\]

(4)

we make the transformation:

\[
\frac{du}{dx} = (Ry)u,
\]

(5)

from which we obtain the following Riccati equation:

\[
\frac{dy}{dx} + \left( \frac{R'}{R} + \frac{B}{A} \right) y + Ry^2 = -\frac{C}{AR}.
\]

(6)

Comparing this with equation (1) we can then write:

\[
Q(x) = \frac{R'(x)}{R(x)} + \frac{B(x)}{A(x)}, \quad P(x) = -\frac{C(x)}{A(x)R(x)}.
\]

(7)

Since \( R(x) \) is an arbitrary function we can determine it so that \( Q(x) \) is zero. In this case (6) assumes the simpler form:

\[
\frac{dy}{dx} + Ry^2 = -\frac{C}{AR},
\]

(8)

where \( R = \exp \left[ -\int \frac{(B/A)}{A} dx \right] \).
3. The Motion of a Body Which Falls in a Medium Where the Resistance Varies as the Square of the Velocity of the Body

A simple example of the application of the Riccati equation is provided by the problem of a body of mass \( m \) which falls under gravity in a medium which offers resistance to its motion proportional to the square of the velocity of the body.

If \( s \) is the distance passed over by the body in time \( t \), then the motion is defined by the equation

\[
m \frac{d^2s}{dt^2} = mg - K \left( \frac{ds}{dt} \right)^2,
\]

which can be written

\[
m \frac{dv}{dt} = mg - Kv^2,
\]

where \( v \) is the velocity.

This is a Riccati equation, the solution of which is readily found to be

\[
v = \frac{rm}{K} \frac{e^{rt} - ke^{-rt}}{e^{rt} + ke^{-rt}},
\]

where we use the abbreviation: \( r^2 = Kg/m \).

Let us observe that as \( t \) becomes infinite the velocity \( v \) approaches the limiting value

\[
V = \sqrt{\frac{mg}{K}},
\]

from which we have: \( V = g/r = rm/K \). Therefore, we can write (3) in the form

\[
v = V \frac{e^{rt} - ke^{-rt}}{e^{rt} + ke^{-rt}}.
\]

If \( v = v_0 \) when \( t = 0 \), and if we use the abbreviation: \( u_0 = v_0/V \), then \( k \) in (5) has the value: \( k = (1-u_0)/(1+u_0) \).

Introducing this quantity into (5), we see that \( v \) can be written in the form

\[
v = V \frac{u_0 + \tanh rt}{1 + u_0 \tanh rt}.
\]

Assuming finally that \( s = 0 \) when \( t = 0 \), we can now determine \( s \) as follows:

\[
s = \int_0^t v(t) dt = \frac{V}{r} \log (\cosh rt + u_0 \sinh rt),
\]

which, when \( r \) is replaced by \( g/V \) and \( u_0 \) by \( v_0/V \), becomes

\[
s = \frac{V^2}{g} \log \left( \cosh \frac{gt}{V} + \frac{v_0}{V} \sinh \frac{gt}{V} \right).
\]
It is a matter of some interest to test this formula against actual fall in the atmosphere of the earth where the resistance appears to follow rather closely the law assumed in deriving it. The computations given below are based upon the free fall of six men from altitudes varying from 10,600 to 31,400 feet to a terminal altitude of approximately 2,100 feet. The average weight of the men and their equipment was 261.2 pounds.*

In a previous study a terminal velocity as low as 164 feet per second (=112 miles per hour) had been reported, but this was for a low altitude fall. Other studies indicated velocities of the order of 202 feet per second (=138 m.p.h.) and higher. The long drop from 31,400 to 2,100 feet on which the following analysis is made showed an average velocity of 251.4 feet per second (=171 m.p.h.). The statistical analysis of the drop was made by Dr. R. A. Fisher of the Physics Department of Northwestern University. The authors of the study stated that four factors are involved in free fall, namely, (a) the altitude, or air density, (b) the weight of the body, (c) the position of the body, and (d) the amount of spinning and tumbling. Of these probably the air-density factor is the most important, since the average velocity appears to increase with elevations.

The following analysis is based upon the single observed fact that the fall from an altitude of 31,400 to 2,100 feet was accomplished in 116 seconds. The computation is made from formula (7). To find the value of $V$ corresponding to a drop of $s=29,300$ feet in $t=116$ seconds, we set $v_0=0$ and $gt/V=x$ in equation (7) and write the equation as follows:

$$s=\frac{V^2}{g} \log \frac{1}{2} (e^x+e^{-x})=\frac{V^2}{g} \left(x-\log 2+e^{-2x}-\frac{1}{2} e^{-4x}+\frac{1}{3} e^{-6x}+\ldots\right). \quad (8)$$

Since $x$ will have a value of the order of 15, it is clear that this equation can be replaced by the approximate one

$$s=Vt-(\log 2) \frac{V^2}{g}. \quad (9)$$

When this is solved for $V$ for $s=29,300$, $t=116$, $g=32.2$, we find the value $V=265.7$ feet per second, which is somewhat larger than the average value of 251.4 given above.

Introducing this value into equation (8), we have

$$s=2192.4 \log \cosh (0.12119t) \sim 2192.4 (x-0.69315), \quad (10)$$

where $x=0.12119t$. From this equation the following table of values of $H-s$, $H=31,400$, is computed and compared with those estimated from the barograph carried by the jumper. They are graphically represented in Figure 1.

COMPARISON OF OBSERVED FREE FALL WITH ESTIMATES FROM FORMULA

<table>
<thead>
<tr>
<th>t</th>
<th>$H-s$ (Obs.)</th>
<th>$H-s$ (Comp.)</th>
<th>t</th>
<th>$H-s$ (Obs.)</th>
<th>$H-s$ (Comp.)</th>
<th>t</th>
<th>$H-s$ (Obs.)</th>
<th>$H-s$ (Comp.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>31,400</td>
<td>31,400</td>
<td>46.7</td>
<td>20,550</td>
<td>20,511</td>
<td>88.1</td>
<td>9,400</td>
<td>9,512</td>
</tr>
<tr>
<td>0.9</td>
<td>30,789</td>
<td>30,099</td>
<td>51.3</td>
<td>19,400</td>
<td>19,289</td>
<td>92.7</td>
<td>8,140</td>
<td>8,289</td>
</tr>
<tr>
<td>1.4</td>
<td>30,200</td>
<td>29,003</td>
<td>55.9</td>
<td>18,100</td>
<td>18,067</td>
<td>97.3</td>
<td>7,080</td>
<td>7,067</td>
</tr>
<tr>
<td>1.9</td>
<td>28,850</td>
<td>27,823</td>
<td>60.5</td>
<td>16,600</td>
<td>16,845</td>
<td>101.9</td>
<td>5,700</td>
<td>5,845</td>
</tr>
<tr>
<td>2.3</td>
<td>27,700</td>
<td>26,616</td>
<td>65.1</td>
<td>15,150</td>
<td>15,623</td>
<td>106.5</td>
<td>4,460</td>
<td>4,623</td>
</tr>
<tr>
<td>2.8</td>
<td>25,907</td>
<td>25,397</td>
<td>69.7</td>
<td>14,070</td>
<td>14,401</td>
<td>111.1</td>
<td>3,170</td>
<td>3,401</td>
</tr>
<tr>
<td>3.2</td>
<td>24,600</td>
<td>24,146</td>
<td>74.3</td>
<td>12,800</td>
<td>13,178</td>
<td>116.0</td>
<td>2,100</td>
<td>2,100</td>
</tr>
<tr>
<td>3.7</td>
<td>23,200</td>
<td>22,955</td>
<td>78.9</td>
<td>11,650</td>
<td>11,955</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.2</td>
<td>21,750</td>
<td>21,734</td>
<td>83.5</td>
<td>10,400</td>
<td>10,734</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The value of $K$ in equation (2) can be estimated from (4). The average weight of the jumpers with their equipment was 261.9 pounds. Hence, setting $m=261.2$, $g=32.2$, and $V=265.7$, we find $K=0.1191$ in foot-pound units.

4. The Cross-Ratio Theorem for the Riccati Equation

In certain applications, notably in differential geometry, the Riccati equation has been found to have usefulness because of what is called its cross-ratio property.

$$
\begin{array}{cccc}
A & C & B & D \\
\hline
x_1 & x_2 & x_3 & x_4 \\
\end{array}
$$

**Figure 2.**

[Diagram of altitude in feet (unit = 1000) vs. time in seconds]

---
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By the cross-ratio of four points on a line (A, B, C, D in Figure 2), the coordinates of which we denote respectively by \(x_1, x_2, x_3,\) and \(x_4,\) we mean the following ratio:

\[
R = \frac{AC}{CB} \left/ \frac{AD}{DB} \right. = \frac{(AC)(DB)}{(CB)(AD)} \frac{(x_1-x_3)(x_2-x_4)}{(x_1-x_4)(x_2-x_3)}.
\] (1)

We have seen that the general solution of the Riccati equation can be written

\[
y = \frac{g_1 + k \cdot g_2}{g_3 + k \cdot g_4}
\] (2)

where the \(g_i\) are functions of \(x,\) and \(k\) is an arbitrary constant. We now consider four particular solutions, let us say, \(y_1, y_2, y_3, y_4,\) which are linearly independent of one another, and which are obtained from (2) by letting \(k\) assume the four values: \(k_1, k_2, k_3, k_4.\)

Denoting by \(G_i\) the function \(g_i + k_i g_4,\) we compute

\[
y_i - y_j = \frac{g_1 + k_i g_2}{g_3 + k_i g_4} \frac{g_1 + k_j g_2}{g_3 + k_j g_4} = \frac{(k_i - k_j)(g_2 g_3 - g_1 g_4)}{G_i G_j}.
\] (3)

Making use of (3) we now evaluate the cross-ratio \(R\) and thus obtain:

\[
R = \frac{(y_1 - y_2)(y_3 - y_4)}{(y_1 - y_4)(y_2 - y_3)} = \frac{(k_1 - k_3)(k_2 - k_4)}{(k_1 - k_4)(k_2 - k_3)},
\] (4)

which is thus found to be a constant.

It is from this fact that we derive the cross-ratio theorem: The cross ratio of any four linearly independent solutions of the Riccati equation is a constant.

5. Integration of the Riccati Equation

As we have seen in Section 2, the complete solution of a Riccati equation is attained in general only by the integration of a linear differential equation of second order, or by some equivalent algorithm. However, if any particular solution is known, then a great simplification results, for it is then possible to obtain the complete solution by means of quadratures.

To show this, let us consider the equation

\[
\frac{dy}{dx} + Q(x) y + R(x) y^2 = P(x),
\] (1)
and let us assume that \( y=U \) is a particular integral. We now write
\[
y = \frac{1}{u} + U. \tag{2}
\]

When this function is substituted in (1), we get
\[
\frac{1}{u^2} \left( -\frac{du}{dx} + Qu + R + 2URu \right) + \frac{dU}{dx} + QU + RU^2 = P,
\]
which, since \( U \) is a solution of (1), reduces to the linear equation
\[
\frac{du}{dx} - (2RU + Q)u = R. \tag{3}
\]

Since this equation is linear and of first order, it can be solved by two quadratures. Its general solution can be written: \( u = ku_0 + u_1 \), where \( k \) is an arbitrary constant. Therefore, the general solution of (1) can be written
\[
y = \frac{1}{u} + u_1 U + k \frac{u_0 U}{u_1 + k u_0}. \tag{4}
\]

Similarly, if two particular solutions are known, the general solution of (1) can be obtained from a single quadrature. To show this, let us assume that the second particular solution of (1) is \( V \), and let us write, as above,
\[
y = \frac{1}{v} + V. \tag{5}
\]

For the determination of \( v \), we now have the equation
\[
\frac{dv}{dx} - (2RV + Q) v = R. \tag{6}
\]

Multiplying (3) by \( v \) and (6) by \( u \), subtracting, and dividing the resulting equation by \( uv \), we get
\[
\frac{1}{uv} \left( v \frac{du}{dx} - u \frac{dv}{dx} \right) - 2R (U - V) = R \left( \frac{1}{u} - \frac{1}{v} \right). \tag{7}
\]

But since we have \( 1/u = y - U \) and \( 1/v = y - V \), so that \( 1/u - 1/v = V - U \), the right-hand member of (7) reduces to \( R(V - U) \). Finally, multiplying (7) by \( u/v \), we see that it can be written in the form
\[
\frac{d}{dx} \left( \frac{u}{v} \right) - R(U - V) \frac{u}{v} = 0. \tag{8}
\]

This equation can be solved by a single integration and we get
\[
\frac{u}{v} = k e^{\int R(u - v) \, dx} = k \phi(x). \tag{9}
\]
Since we thus have
\[
\frac{u}{v} = \frac{y-V}{y-U} = k \phi(x),
\] (10)
we solve for \( y \) and thus obtain the desired solution in the following explicit form:
\[
y = \frac{V - k \phi U}{1 - k \phi}.
\] (11)

If three solutions: \( y = U, y = V, y = W \) of equation (1) are known, then the general solution can be obtained without any quadrature. This follows from the cross-ratio theorem of Section 4. For if in equation (4) of that section, we replace \( y_1 \) by \( y \) and \( y_2, y_3, \) and \( y_4 \) respectively by \( U, V, \) and \( W \), we get
\[
\frac{(y-V)(U-W)}{(y-W)(U-V)} = k.
\]

Solving for \( y \), we then obtain the desired solution in the form
\[
y = \frac{V(U-W) - kW(U-V)}{(U-W) - k(U-V)}.
\] (12)

6. Solution of the Original Riccati Equation

We shall now return to an examination of the original Riccati equation, which we stated in Section 1 as follows:
\[
\frac{dy}{dx} + ay^2 = bx^n.
\] (1)

This equation has been the subject of many investigations, since it has several unusual properties. Let us first make the transformation: \( y = u'/(au) \). Equation (1) is then reduced to the following linear form:
\[
\frac{d^2u}{dx^2} - c^2x^n u = 0, \text{ where } c^2 = ab.
\] (2)

By means of a second transformation,
\[
u = v e^{Ax^p}
\] (3)
equation (2) becomes
\[
\frac{d^2v}{dx^2} + 2Ap x^{p-1} \frac{dv}{dx} + [Ap(p-1)x^{p-2} + A^2p^2 x^{2(p-1)} - c^2x^n]v = 0.
\]
When $A$ and $p$ assume the following values:

$$A = e/p, \quad p = 1 + \frac{1}{2}n, \quad p \neq 0,$$

this equation reduces to the following:

$$\frac{d^2v}{dx^2} + 2cx^{p-1} \frac{dv}{dx} + c(p-1)x^{p-2}v = 0. \quad (5)$$

If we now assume a solution of the following form:

$$v = a_0 + a_1 x^p + a_2 x^{2p} + a_3 x^{3p} + \ldots + a_m x^{mp} + \ldots, \quad (6)$$

the following relationship between the coefficients $a_{m+1}$ and $a_m$ is readily obtained:

$$a_{m+1} = \frac{c[(2m+1)p-1]}{(m+1)p[(m+1)p-1]} a_m. \quad (7)$$

If $a_0$ is set equal to 1 and $m$ is then given successively the values 0, 1, 2, \ldots, the following series results, which provides a formal solution of equation (5):

$$V(x, c) = 1 - \frac{p-1}{p(p-1)} cx^p + \frac{(p-1)(3p-1)}{p(p-1)2p(2p-1)} c^2 x^{2p} - \frac{(p-1)(3p-1)(5p-1)}{p(p-1)2p(2p-1)3p(3p-1)} c^3 x^{3p} - \ldots. \quad (8)$$

Thus, one formal solution of equation (2) can be written:

$$u_1 = e^{cx^p/p} V(x, c). \quad (9)$$

But since it is possible to replace $c$ by $-c$ in (2) without changing the equation, it is clear that a second solution is given by

$$u_2 = e^{-cx^p/p} V(x, -c). \quad (10)$$

The solution of equation (1) thus assumes the form

$$y = \frac{u'_1 + ku'_2}{a(u_1 + ku_2)},$$

where $k$ is an arbitrary constant.

We now observe from (7) that both $V(x,c)$ and $V(x,-c)$ terminate when $p$ is the reciprocal of a positive odd integer, that is, when $p = 1/(2m+1)$, $m = 0, 1, 2, \text{etc.}$ From this it follows that equation (1)
has a solution expressed in terms of elementary functions, when \( n \) has the form:

\[
n = \frac{-4m}{2m+1}, \quad m = 0, 1, 2, 3, \ldots, \tag{11}
\]

that is, for the sequence of values: 0, \(-4/3, -8/5, -12/7, \ldots\).

But equation (1) also has a solution in terms of elementary functions when \( n \) has the form

\[
n = \frac{-4m}{2m-1}, \quad m = 1, 2, 3, \ldots, \tag{12}
\]

that is, for the sequence: \(-4, -8/3, -12/5, -16/7, \ldots\).

To obtain this second result, let us transform equation (2) by introducing the new variables:

\[u = w/t, \quad x = 1/t,
\]

from which we get

\[
\frac{d^2w}{dt^2} - t^{-n-4}w = 0.
\]

This equation has the same form as (2), and if we let \( n = 2q - 2 \), then expansion (8) is replaced by the series:

\[W(t, c) = 1 + \frac{q+1}{q(q+1)}ct^{-q} + \frac{(q+1)(3q+1)}{q(q+1)2g(2q+1)}c^2t^{-2q} + \ldots.
\]

This series terminates when \( q \) is the reciprocal of a negative odd integer, that is, when \( q = -1/(2m-1) \). Substituting this value in the equation: \( n = 2q - 2 \), we obtain (12).

The importance of the original Riccati equation defined by (1) is found in its relationship to the theory of the Bessel functions, \( J_n(x) \) and \( Y_n(x) \), which are solutions of the equation:

\[
L(U) = x^2 \frac{d^2U}{dx^2} + x \frac{dU}{dx} + (x^2 - n^2)U = 0. \tag{13}
\]

In order to show this connection between the two equations, we first employ the transformation: \( t = (x/2)^2 \), by means of which (13) becomes:

\[
M(U) = t^2 \frac{d^2U}{dt^2} + t \frac{dU}{dt} + \left[ t - \left( \frac{1}{2} \right)^2 \right] U = 0. \tag{14}
\]

Transforming the dependent variable by writing: \( U = t^\beta W \), we obtain

\[
t^2 \frac{d^2W}{dt^2} + t(1+2\beta) \frac{dW}{dt} + \left\{ \beta^2 - \left( \frac{1}{2} \right)^2 \right\} W = 0. \tag{15}
\]
If $\beta^2$ is now set equal to $(\nu/2)^2$, that is, if $\beta = \pm \frac{1}{2} \nu$, then (15) reduces to the simpler form

$$N(W) \equiv t \frac{d^2W}{dt^2} + (1 \pm \nu) \frac{dW}{dt} + W = 0.$$  \hspace{1cm} (16)

We can now write solutions of (13), (14), and (16) as follows:

\[ L(U) = 0: \quad U = AJ_\nu(x) + BY_\nu(x); \hspace{1cm} (17) \]

\[ M(U) = 0: \quad U = AJ_\nu(2\sqrt{t}) + BY_\nu(2\sqrt{t}); \hspace{1cm} (18) \]

\[ N(W) = 0: \quad W = t^{-\nu}[AJ_\nu(2\sqrt{t}) + BY_\nu(2\sqrt{t})], \quad \beta = \pm \frac{1}{2} \nu. \hspace{1cm} (19) \]

Returning now to equation (1), we let $y = u/x$, and thus obtain

$$x \frac{du}{dx} - u + au^2 = bx^h, \quad h = n + 2.$$  \hspace{1cm} (20)

The further transformation: $s = gx^h$, reduces (20) to the form:

$$s \frac{du}{ds} - u + au^2 = \frac{b}{hs}. \hspace{1cm} (21)$$

If $u$ is now subjected to the transformation:

$$u = \frac{hs w'}{aw}, \hspace{1cm} (22)$$

equation (21) becomes

$$s \frac{d^2w}{ds^2} + \left(1 - \frac{1}{h}\right) \frac{dw}{ds} - \frac{ab}{gh^2} w = 0.$$  \hspace{1cm} (23)

Defining $g$ so that $(-ab/gh^2) = 1$, that is, $g = -ab/h^2$, we then have

$$s \frac{d^2w}{ds^2} + \left(1 - \frac{1}{h}\right) \frac{dw}{ds} + w = 0.$$  \hspace{1cm} (23)

If $h$ is set equal to $1/\nu$, then the solution of (23), as shown by (19) above, is the following function:

$$w = s^{\nu/2} [AJ_\nu(2\sqrt{s}) + BY_\nu(2\sqrt{s})]. \hspace{1cm} (24)$$

When $\nu$ is not an integer, $J_\nu(x)$ and $J_{-\nu}(x)$ form a fundamental set of solutions of Bessel's equation, so in this case we can replace $Y_\nu(2\sqrt{s})$ by $J_{-\nu}(2\sqrt{s})$ in (24) and thus write the solution of (23) as follows:

$$w = s^{\nu/2} [AJ_\nu(2\sqrt{s}) + BJ_{-\nu}(2\sqrt{s})]. \hspace{1cm} (25)$$
It is well known that when \( \nu \) is equal to either \( \frac{1}{2} (2m - 1) \) or \( \frac{1}{2} (-2m + 1) \), where \( m \) is a positive integer, then \( J_\nu(x) \) can be expressed in finite form in terms of sines and cosines. A few of these functions are given below as follows:

\[
J_{1/2}(x) = P(x) \sin x,
\]
\[
J_{3/2}(x) = P(x) \left[ \frac{\sin x}{x} + \cos x \right],
\]
\[
J_{5/2}(x) = P(x) \left[ \left( \frac{3}{x^2} - 1 \right) \sin x - \frac{3}{x} \sin x \right],
\]
\[
J_{-1/2}(x) = P(x) \cos x,
\]
\[
J_{-3/2}(x) = P(x) \left[ -\sin x - \frac{\cos x}{x} \right],
\]
\[
J_{-5/2}(x) = P(x) \left[ \frac{3}{x} \sin x + \left( \frac{3}{x^2} - 1 \right) \cos x \right].
\]

Since \( h = 1/\nu = n + 2 \), whence \( \nu = 1/(n + 2) \), and since \( J_\nu(x) \) can be expressed in finite terms when \( \nu = \frac{1}{2} (2m - 1) \) or \( \frac{1}{2} (-2m + 1) \), it is clear that the solutions of equation (1) can be expressed in finite form when we have

\[
n = \frac{4(1 - m)}{2m - 1}, \quad \text{or} \quad n = \frac{4m}{1 - 2m}, \quad m \text{ a positive integer}.
\]

For the sequence of values: \( m = 1, 2, 3, \ldots \), we obtain the same values of \( n \) given by (11) and (12).

As an example, let us consider the following equation:

\[
\frac{dy}{dx} + y^2 = 1.
\]

Referring to equation (1), we see that \( a = b = 1, \ n = 0 \). Hence \( h = 2 \) and \( \nu = \frac{1}{2} \). Thus, equation (23) reduces to

\[
s \frac{d^2w}{ds^2} + \left( 1 - \frac{1}{2} \right) \frac{dw}{ds} + w = 0,
\]

the solution of which is

\[
w = As^{1/4} J_{1/2} (2\sqrt{s}) + Bs^{1/4} J_{-1/2} (2\sqrt{s}) = \frac{1}{\sqrt{\pi}} [A \sin (2\sqrt{s}) + B \cos (2\sqrt{s})].
\]

From this we get, referring to (22),

\[
u = 2s \frac{w'}{w} = \frac{2\sqrt{s} [A \cos (2\sqrt{s}) - B \sin (2\sqrt{s})]}{A \sin (2\sqrt{s}) + B \cos (2\sqrt{s})}.
\]
Since $s$ and $x$ are connected by the equation: $4s = -x^2$, whence $2\sqrt{s} = \pm ix$, and since $\pm ix \cos (\pm ix) = \pm ix \cosh x$ and $\pm ix \sin (\pm ix) = -x \sinh x$, we have finally

$$\frac{u}{x} = \frac{A'}{A'} \cosh x + B \sinh x.$$  

It should be observed, however, that our equation is readily solved without the introduction of Bessel functions, since the associated linear differential equation of second order is merely

$$u'' - u = 0,$$

which has the solution: $u = A \cosh x + B \sinh x$. But the intricacy of the relationship between the Riccati and the Bessel equations is instructively illustrated by this simple example.

**PROBLEMS**

Find the solutions of the following equations:

1. $\frac{dy}{dx} + y^2 = x^{-4/3}$.

2. $\frac{dy}{dx} + y^2 = x^{-4/3}$.

3. $\frac{dy}{dx} + y^2 = x^{-4}$.

4. $\frac{dy}{dx} + y^2 = x^{-8/3}$.

5. Show that equation (1) can be reduced to the following:

$$\frac{dz}{dt} + az^2 = bt - n^{-4},$$

by means of the transformation: $y = t/a - z^3$, $x = 1/t$.

6. Show that the transformation: $y = 1/z$, $x^{n+1} = (n+1)t$, reduces (1) to the form

$$\frac{dz}{dt} + bz^2 = a(n+1)t^m$, $m = -n/(n+1)$.

7. Observing that equation (1) can be solved in terms of elementary functions for $n=0$, make use of the results of Problems 5 and 6 to show that it is also solvable by elementary functions when $n = -4m/(2m \pm 1)$, $m = 1$, 2, 3, etc.

7. **Solution of the Riccati Equation by Means of Continued Fractions**

An ingenious method of solving the equation

$$\frac{dy}{dx} + ay^2 = bx^n,$$  

has been devised by the use of the technique of continued fractions.
THE RICCATI EQUATION

We first make the transformation

\[ y = \frac{u}{x} \]  (2)

which carries (1) into the following form:

\[ x \frac{du}{dx} - \frac{u + au^2}{u_1} = bx^p, \]  (3)

where \( p = n + 2 \).

We now make a second transformation as follows:

\[ u = \frac{1}{a} + \frac{x^p}{u_1}, \]  (4)

by means of which (3) becomes

\[ x \frac{du_1}{dx} (1 + p)u_1 + bu_1^2 = ax^p. \]  (5)

Following this with a third transformation,

\[ u = \frac{1 + p}{b} + \frac{x^p}{u_2}, \]  (6)

we obtain the equation:

\[ x \frac{du_2}{dx} (1 + 2p)u_2 + au_2^2 = bx^p. \]  (7)

Continuing this through \( m \) transformations, we have finally

\[ x \frac{du_m}{dx} (1 + mp)u_m + A_m u_m^2 = B_m x^p. \]  (8)

where \( A_m = a \) and \( B_m = b \), when \( m \) is even, and where \( A_m = b \) and \( B_m = a \), when \( m \) is odd.

Combining the transformations, we see that the solution of equation (3), and thus, by means of (2), the solution of equation (1) can be written as the following continued fraction:

\[ u = xy = \frac{1}{a} + \frac{x^p}{b} + \frac{x^p}{1 + 2p} + \frac{x^p}{a} + \frac{x^p}{b} + \cdots \]  (9)

If, in equation (8), we set \( p = -2/(2m - 1) \), where \( m \) is an integer, then this equation reduces to the following:

\[ x \frac{du_m}{dx} - \frac{1}{2} pu_m + A_m u_m^2 = B_m x^p. \]  (10)
But this equation is solved by a quadrature, since its variables are separable. For if we make the transformation: \( u_m = x^{p/2} \), then it becomes
\[
x^{1-p/2} \frac{dv}{dx} + A_n v^2 = B_m,
\]
(11)
and the solution of (1) is obtained in finite terms in agreement with what we found in Section 6. The expansion of this solution as a continued fraction is given by (9).

A second solution of equation (1), also expressible as a continued fraction, is obtained by another sequence of transformations. These transformations, beginning with (3), and the equations which result from them are given below as follows:

\[
\begin{align*}
  u &= \frac{x^p}{u_1} \\
  u_1 &= \frac{p-1}{b} + \frac{x^p}{u_2} \\
  u_2 &= \frac{2p-1}{a} + \frac{x^p}{u_3} \\
  \dotsc
\end{align*}
\]

(12)

After \( k \) such transformations, the resulting equation is the following:
\[
x \frac{du_k}{dx} - (kp-1)u_k + A_k u_k^2 = B_k x^p,
\]
(13)
where \( A_k = a \) and \( B_k = b \), when \( k \) is even, and where \( A_k = b \) and \( B_k = a \), when \( k \) is odd.

Combining these transformations we obtain the solution of equation (3), and thus, by means of (2), the solution of equation (1), as the following continued fraction:
\[
u = xy = \frac{x^p}{p-1} + \frac{x^p}{2p-1} + \frac{x^p}{3p-1} + \ldots
\]
(14)

As in the previous case, we set \( p = 2/(2k-1) \), and equation (13) becomes
\[
x \frac{du_k}{dx} = \frac{1}{2} pu_k + A_k u_k^2 = B_k x^p,
\]
(15)
which can be integrated in finite terms as already explained above.

Since \( n = p - 2 = -4(k-1)/(2k-1) = -4m/(2m+1) \), where \( m = k - 1 \), we see that we have the sequence defined by (11) in Section 6.
8. The Character of the Singularities of the Riccati Equation

If one contrasts the solution of the equation: \( y' + y^2 = 0 \), with that of the equation: \( y' + \frac{1}{2} y^2 = 0 \), namely, \( y = 1/(x+k) \) in the first case with \( y = (x+k)^{-\frac{1}{2}} \) in the second, he will observe that the solution of the first equation has a movable pole, while that of the second has a movable branch point. This difference in the character of the critical points in the two solutions is not an accidental one, but is associated with the fact that \( y \) appears as a square in one equation and as a cube in the second.

We shall now show that if an equation has the following form:

\[
\frac{dy}{dx} = \frac{P(x,y)}{Q(x,y)},
\]

(1)

where \( P(x,y) \) and \( Q(x,y) \) are polynomials in \( y \), then if its solution is to be free of movable branch points the equation is necessarily a Riccati.

If \( P_0 = (x_0,y_0) \) is a point such that

\[
Q(x_0,y_0) = 0, \quad P(x_0,y_0) \neq 0,
\]

(2)

then \( P_0 \) is a singular point of equation (1).

On the other hand, \( P_0 \) is a regular point for the equation

\[
\frac{dx}{dy} = \frac{Q(x,y)}{P(x,y)},
\]

(3)

in which \( x \) has now been advanced to the role of the dependent variable. Hence, in the neighborhood of \( P_0 \) the solution of (3) can be expanded as follows:

\[
x - x_0 = A_1(y - y_0) + A_2(y - y_0)^2 + \cdots
\]

(4)

But we see that \( A_1 = 0 \), since \( Q(x_0,y_0) = 0 \), and thus the expansion becomes

\[
x - x_0 = \sum_{r=2} A_r(y - y_0)^r,
\]

(5)

where some value of \( A_r \), let us say when \( r = n \geq 2 \), will be different from zero. If, then, we invert series (5) to obtain the solution of the original equation (1), we see that \( y - y_0 \) is expanded in a power series in \( (x - x_0)^{1/n} \). We thus reach the conclusion that \( x_0 \) is an \( n \)-fold branch point. Moreover, since \( x_0 \) can be chosen arbitrarily, subject only to the existence of a \( y_0 \) which satisfies conditions (2), it can in particular move along an arbitrary curve \( C \) and is thus a movable branch point.
From the argument just given it is evident that if the solution of equation (1) is to be free from movable branch points, \( Q(x,y) \) must be a function of \( x \) alone. That is to say, equation (1) must have the form

\[
\frac{dy}{dx} = P_0(x) + P_1(x) y + P_2(x) y^2 + \cdots + P_m(x) y^m. \tag{6}
\]

That \( m \) in (6) cannot exceed 2 is readily shown if we make the transformation: \( y = 1/z \). We then obtain,

\[
\frac{dz}{dx} = -z^2(P_0/z + P_1/z^2 + P_2/z^3 + \cdots + P_m/z^m). \tag{7}
\]

The right hand member of this equation must necessarily be a polynomial in \( z \), but this is not possible unless \( P_r = 0 \) for all values of \( r \) which exceed 2. We thus reach the conclusion that equation (1) must be a Riccati if its solution is to be free of movable branch points.

### 9. Abel's Equation

A natural generalization of Riccati's equation is the following:

\[
\frac{dy}{dx} = f(x,y), \tag{1}
\]

where \( f(x,y) \) is a polynomial in \( y \). If, in particular, \( f(x,y) \) is a cubic polynomial, that is,

\[
f(x,y) = A_0 + A_1 y + A_2 y^2 + A_3 y^3, \tag{2}
\]

where the \( A_i \) are functions of \( x \), equation (1) is called Abel's equation.

Abel's original equation* was written in the form

\[
(y + s) \frac{dy}{dx} + p + qy + ry^2 = 0, \tag{3}
\]

where \( p, q, r, \) and \( s \) are functions of \( x \). This equation is converted into (1) by the transformation: \( y + s = 1/z \), which yields

\[
z' = rz + (q - s' - 2rs)z^2 + (p - qs + rs^2)z^3. \tag{4}
\]

If in (2) the \( A_i \) are constants, so that \( f(x,y) = f(y) \), it is obvious that the roots of the equation \( f(y) = 0 \) are themselves solutions of (1). More generally, the solution has the form:

\[
(y - y_1)^a(y - y_2)^b(y - y_3)^c = Ke^{Ax}, \tag{5}
\]

where \( y_1, y_2, \) and \( y_3 \) are the roots of \( f(y) = 0 \), \( a, b, c \) are fixed constants, and \( K \) is an arbitrary constant.

---

*Oeuvres, Vol. 2, No. 5.
The case where $A_0=0$ is seen from (4) to be the one actually considered by Abel. If $A_0=0$, $A_1 \neq 0$, then the transformation

$$y=1/(Bz),$$

where $B'=-A_1 B$,\hspace{1cm}(6)

reduces (1) to the following form:

$$-B^2 z \frac{dz}{dx}=A_3 B z+A_3,$$

which can be written:

$$z \frac{dz}{dx}+(P+Qz)dx=0,$$


It can be shown without difficulty that the function

$$\phi=e^{-k(x+\int Q \, dx)},$$

$k$ a constant,\hspace{1cm}(9)

is an integrating factor of (8) provided: $Q=kP$, that is, $A_2 B=kA_3$.

Equation (1) can be put into the canonical form

$$\frac{dz}{dt}=z^3+P(x),$$

by means of the transformation:

$$y=A(x)z(t)+B(x), \hspace{0.5cm} t=\int A^2(x)A_3 \, dx,$$

where we write

$$A(x)=\exp Q(x), \hspace{0.5cm} Q(x)=\int A_1-\frac{1}{3} A_2/A_3 \, dx,$$

where $B(x)=-1/3 (A_2/A_3)$.\hspace{1cm}(12)

Under this transformation $P(x)$ has the following value:

$$P(x)=\frac{1}{A^3(x)A_3}\left[A_0-\frac{1}{3} \left(\frac{A_1A_2}{A_3}\right)+\frac{2}{27} \left(\frac{A_2}{A_3}\right)^3+\frac{1}{3} \frac{d}{dx} \left(\frac{A_2}{A_3}\right)\right].$$

**PROBLEMS**

1. Reduce equation (1) to canonical form when all the $A_i$ are constants.
2. Making use of the results of Problem 1, solve the following equation:

$$y'=ay^3+bx^{-3/2}.$$

3. Solve the following equation:

$$\frac{dy}{dx}=y+xy^2-3y^3.$$
10. The Generalized Riccati Equation

Some of the theory of the Riccati equation, which we have given in earlier sections, can be extended to what we shall call the generalized Riccati equation. This generalization was introduced by E. Vessiot in 1895 and by G. Wallenberg in 1899.

Such an equation is obtained by the elimination of the parameters in the fraction

\[ y = \frac{k_1 v_1 + k_2 v_2 + \cdots + k_n v_n}{k_1 w_1 + k_2 w_2 + \cdots + k_n w_n}, \quad (1) \]

where the \( v_i \) and \( w_i \) are arbitrary linearly independent functions of \( x \) and the \( k_i \) are arbitrary constants.

The resulting equation is a nonlinear differential equation of \( n \)th order, the solution of which, by a proper transformation, can be expressed in terms of the solutions of a linear equation of order \( n+1 \). The case \( n=2 \) obviously reduces to the ordinary Riccati equation, which we have just discussed.

It will be sufficient here for us to consider the generalized Riccati equation of second order. Thus in (1) we set \( n=3 \). We now multiply \( y \) by the denominator of the fraction and then take two derivatives of this equation, thus obtaining the following system of equations:

\[ \sum_{n=1}^{3} k_i (w_i y - v_i) = 0, \quad \sum_{n=1}^{3} k_i [(w_i y)' - v'_i] = 0, \quad \sum_{n=1}^{3} k_i [(w_i y)'' - v''_i] = 0. \quad (2) \]

Since this is a homogeneous system in the \( k_i \), it is both necessary and sufficient for the existence of values of the \( k_i \), other than zero, that the determinant of the system shall vanish, that is,

\[
\begin{vmatrix}
  w_1 y - v_1 & w_2 y - v_2 & w_3 y - v_3 \\
  (w_1 y)' - v'_1 & (w_2 y)' - v'_2 & (w_3 y)' - v'_3 \\
  (w_1 y)'' - v''_1 & (w_2 y)'' - v''_2 & (w_3 y)'' - v''_3
\end{vmatrix} = 0. \quad (3)
\]

If we make use of the following abbreviation:

\[ (a,b,c) = \begin{vmatrix} a_1 & b_1 & c_1 \\ a_2 & b_2 & c_2 \\ a_3 & b_3 & c_3 \end{vmatrix}, \quad (4) \]

it will be found that equation (3) reduces to the following:

\[ (A_0 + A_1 y) y'' + (B_0 + B_1 y) y' - 2A_1 (y')^2 + D_0 + D_1 y + D_2 y^2 + D_3 y^3 = 0, \quad (5) \]
where we have

\[ A_0 = (v, v', w), \quad A_1 = (w, w', v), \quad B_0 = 2(v, v', w') - (v, v'', w), \]

\[ B_1 = 2(w, w', v') = (w, w', v), \quad D_0 = -(v, v', v'), \quad D_2 = (w, w', w''), \]

\[ D_1 = (v, v', w') + (v', v'', w) - (v, v'', w'), \]

\[ D_2 = -(w, w', v') - (w, w'', v) + (w, w'', v'). \]  

(6)

By means of a transformation of the form:

\[ y = \frac{a - (A_0/A_1)z}{z}, \]

(7)

where \( a \) is an arbitrary function of \( x \), it is possible to reduce equation (5) to the following form:

\[ P_0 \frac{d^2z}{dx^2} + (Q_0 + Q_1z) \frac{dz}{dx} + R_0 + R_1z + R_2z^2 + R_3z^3 = 0, \]

(8)

in which, it will be observed, the term in \( y'^2 \) has disappeared.

But it is also possible to achieve the same result if \( A_1 \) is zero. This can be accomplished without loss of generality if, in equations (6), we replace \( v_t \) by \( rw_t \), where \( r \) is an arbitrary function of \( x \).

If we adopt the following abbreviations:

\[ W_1 = (w, w', w'''), \quad W_2 = (w, w', w^{(3)}), \]

\[ W_3 = (w, w'', w^{(9)}), \quad W_4 = (w', w'', w^{(9)}), \]

then the coefficients are seen to reduce as follows:

\[ A_0 = (rw', rw'' + r'w', w) = r^2(w', w'', w) = r^2W_1, \]

\[ A_1 = (w, w', rw') = 0, \quad B_0 = -r^2W_4 - 2rr'W_1, \]

\[ B_1 = 3rW_1, \quad D_0 = -r^3W_4, \quad D_1 = (2r'^2 - rr'')W_1 + rr'W_2 + r^2W_3, \]

\[ D_2 = -rW_2 - 3r'W_1, \quad D_3 = W_1. \]  

(9)

Since \( W_1 \) is the Wronskian of a set of linearly independent functions, it cannot vanish identically and thus \( A_0 \) is not identically zero. Noting this fact, we now substitute the values from (9) into (5), and replace \( y \) by \( z \). Equation (5) then reduces to (8), where we have the following explicit values for the coefficients:

\[ P_0 = 1, \quad Q_0 = -\frac{2r'}{r} \frac{W_3}{W_1}, \quad Q_1 = \frac{3}{r}, \quad R_0 = -r \frac{W_4}{W_1}, \]

\[ R_1 = \frac{W_3}{W_1} + \frac{2r'^2 - rr''}{r^2} + \frac{r'}{r} \frac{W_2}{W_1}, \quad R_2 = \frac{W_2}{rW_1} - \frac{3r'}{r^2}, \quad R_3 = \frac{1}{r^3}. \]

(10)
It is to be observed that the following identities exist between these coefficients:

\[ 9R_2 = Q_1^2, \quad Q_0 Q_1 + Q_1' = 3R_2. \]  

(11)

Since, moreover, \( rQ_1 = 3 \), whence

\[ r'/r = -Q_1'/Q_1, \quad r''/r = -Q_1''/Q_1 + 2(Q_1'/Q_1)^2, \]

the ratios \( W_d/W_1 \) can be explicitly evaluated in terms of the coefficients of (8). We thus obtain the following:

\[ \frac{W_2}{W_1} = -Q_0 + 2\frac{Q_1'}{Q_1}; \quad \frac{W_3}{W_1} = R_1 - Q_0 \frac{Q_1'}{Q_1} + 2\left(\frac{Q_1'}{Q_1}\right)^2 - \frac{Q_1''}{Q_1}; \quad \frac{W_4}{W_1} = \frac{1}{3} R_0 \frac{Q_1}{Q_1}. \]  

(12)

With these ratios we are now in a position to reduce the solution of equation (8) to the solution of a linear equation of third order. For if \( w_1, w_2, \) and \( w_3 \) are the linearly independent solutions of a linear differential equation of third order, then the equation can be written as follows:

\[ \begin{vmatrix} w & w' & w'' & w^{(3)} \\ w_1 & w_1' & w_1'' & w_1^{(3)} \\ w_2 & w_2' & w_2'' & w_2^{(3)} \\ w_3 & w_3' & w_3'' & w_3^{(3)} \end{vmatrix} = 0. \]  

(13)

But this equation can also be written in the form:

\[ \frac{d^3w}{dx^3} - \frac{W_2}{W_1} \frac{d^2w}{dx^2} + \frac{W_3}{W_1} \frac{dw}{dx} + \frac{W_4}{W_1} w = 0, \]  

(14)

or explicitly in terms of the values defined by (12) as follows:

\[ \frac{d^3w}{dx^3} + \left( Q_0 - 2\frac{Q_1'}{Q_1} \right) \frac{d^2w}{dx^2} + \left[ R_1 - Q_0 \frac{Q_1'}{Q_1} + 2\left(\frac{Q_1'}{Q_1}\right)^2 - \frac{Q_1''}{Q_1} \right] \frac{dw}{dx} + \frac{1}{3} R_0 \frac{Q_1}{Q_1} w = 0. \]  

(15)

Since the solution of equation (8) can be written

\[ z = \frac{rw'}{w} = \frac{3}{Q_1} \frac{w'}{w}, \]  

(16)

it is thus seen that the Riccati equation of second order can be solved by the solution of a linear equation of third order.

A special case of (5) of some interest is obtained if we let \( v_1 = 1 \), which, of course, is a degenerate case since the \( v_i \) are no longer linearly independent. We thus obtain the equation:

\[ A_1 yy'' + B_1 y'y'' - 2A_1 (y')^2 + D_2 y^2 + D_3 y^3 = 0. \]  

(17)

By means of the transformation: \( y = 1/w \), this equation reduces to the following nonhomogeneous linear equation of second order:

\[ A_1 w^2 + B_1 w' - D_2 w = D_3. \]  

(18)
Chapter 4

Existence Theorems

1. Introduction

In preceding chapters we have discussed particular devices for the solution of the equation

$$\frac{dy}{dx} = f(x,y),$$

(1)

where the function $f(x,y)$ had special properties, which simplified the integration of the equation. We have also investigated certain equations, such as that of Riccati, where the structure of $f(x,y)$ was sufficiently simple so that the question of the existence of an integral was not of major importance, and where the solving algorithms were essentially formal ones.

But it is clear that the definition of a domain within which we may be sure that a solution of equation (1) exists is a matter of great importance in many problems. The definition of such a domain necessarily involves also the definition of an algorithm from which the construction of the solution is at least theoretically possible, however difficult its actual accomplishment may be. With these fundamental matters this chapter will be concerned.

Three essentially different types of existence theorems have been devised, which are usually referred to as (a) the Calculus of Limits; (b) the Method of Successive Approximations; (c) the Cauchy-Lipschitz Method. We shall discuss these in the order named.

2. The Calculus of Limits

The name "the calculus of limits" has been given to an existence theorem originally contributed by A. L. Cauchy (1789–1857), which marked the first systematic and rigorous examination of the problem of the solution of differential equations. "The name (calcul des limites)," says Picard, "was not a very fortunate one, but the idea is highly fruitful." The proof as given by Cauchy was quite complicated, but it was modified later by Briot and Bouquet and their ingenious analysis has been the basis of most modern demonstrations.
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The theorem may be stated as follows for the case of a differential equation of first order:

Let us assume that for the differential equation

\[
\frac{dy}{dx} = f(x,y),
\]

(1)

the function \( f(x,y) \) is analytic in the neighborhood of the point \( P_0 = (x_0, y_0) \). The differential equation then has a unique solution \( y(x) \), which is analytic in the neighborhood of \( x_0 \) and which reduces to \( y_0 \) when \( x = x_0 \). The solution can be represented explicitly by the series:

\[
y = y_0 + y_0'(x - x_0) + \frac{y_0''}{2!} (x - x_0)^2 + \frac{y_0^{(3)}}{3!} (x - x_0)^3 + \ldots,
\]

(2)

where the derivatives, evaluated at the point \( x = x_0 \), are determined from successive differentiations of equation (1).

The difficulties at once become apparent when we compute the successive coefficients in (2), since these rapidly increase in complexity. Thus, for the first three derivatives, we have

\[
\frac{dy}{dx} = f(x,y), \quad \frac{d^2y}{dx^2} = \frac{\partial f}{\partial x} + \frac{\partial f}{\partial y} \frac{dy}{dx} = \frac{\partial f}{\partial x} + \frac{\partial f}{\partial y},
\]

\[
\frac{d^3y}{dx^3} = \frac{\partial^3 f}{\partial x^3} + 2 \frac{\partial^2 f}{\partial x \partial y} \frac{dy}{dx} + \frac{\partial^2 f}{\partial y^2} \left( \frac{dy}{dx} \right)^2 + \frac{\partial f}{\partial x} \frac{d^2 y}{dx^2},
\]

(3)

\[
= \frac{\partial^2 f}{\partial x^2} + 2 \frac{\partial^2 f}{\partial x \partial y} \frac{dy}{dx} f + \frac{\partial^2 f}{\partial y^2} f^2 + \frac{\partial f}{\partial x} \frac{df}{dy} + \left( \frac{\partial f}{\partial y} \right)^2 f.
\]

In view of the complexity of these coefficients, it is clear that we cannot assume the convergence of (2) in the neighborhood of \( P_0 \) without establishing some measure of the magnitude of the derivatives. For convenience we shall assume that \( P_0 = (0,0) \).

With this object in view we introduce the equation:

\[
\frac{dz}{dx} = F(x,z),
\]

(4)

where \( F(x,z) \) is a majorante (or dominating function) for \( f(x,y) \).

To explain this term, let us assume that \( f(x,y) \) has been expanded as follows:

\[
f(x,y) = \sum a_{mn} x^m y^n.
\]

(5)

Then the function \( F(x,y) \), defined as follows:

\[
F(x,y) = \sum A_{mn} x^m y^n,
\]

(6)
is a majorante for $f(x,y)$ provided the coefficients $A_{mn}$ are positive real numbers such that $|a_{mn}|<A_{mn}$ for all values of $m$ and $n$.

Let us now assume that when the values of $x$ are limited to the interior of a circle $C$ in the complex plane of radius $a$ and that similarly when the values of $y$ lie within a second circle $C'$ of radius $b$, then series (5) converges. Let us assume further that the maximum value assumed by $f(x,y)$ within the prescribed domain is $M$. Under these conditions the function

$$F(x,z) = \frac{M}{\left(1 - \frac{x}{a}\right)\left(1 - \frac{z}{b}\right)}, \quad (7)$$

is a majorante of $f(x,y)$.

If $F(x,z)$ as thus defined is introduced into equation (4), the equation is readily solved and we thus obtain

$$z - z^2/(2b) = -aM \log \left(1 - x/a\right),$$

or, explicitly in terms of $z$:

$$z = b - b \left[1 + \frac{2aM}{b} \log \left(1 - \frac{x}{a}\right)\right]^{1/2}. \quad (8)$$

If the positive sign is chosen for the square root, then $z=0$ when $x=0$. When the function under the radical is zero, that is, when $x=x_1$, where

$$x_1 = a(1 - e^{-b/2aM}), \quad (9)$$

then $z=b$.

We thus see that if $x$ lies within a circle $C''$ of radius $x_1$, the function

$$\frac{2aM}{b} \log \left(1 - \frac{x}{a}\right)$$

is less in absolute value than 1. Hence, the expansion of the radical in (8) will be a series convergent within $C''$. It is also readily seen that all the coefficients in the expansion of $z$ are positive. Thus, if $x$ has a value such that $|x|<x_1$, then the absolute value of $z$ will be less than $b$.

Since $F(x,z)$ is the majorante of $f(x,y)$, it thus follows that when $x$ lies within the circle $C''$ the absolute value of $y$ will be less than $b$. Therefore, if $y$ is replaced in $f(x,y)$ by its Taylor's expansion about $P_0=(0,0)$, the resulting function $G(x)$ will be analytic within $C''$. From its mode of construction the function $G(x)$ is seen to be identical with $dy/dx$, an identity which is preserved for their successive derivatives. Thus we have established the convergence of equation (2) for values of $x$ within $C''$. 
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As an example of the application of this theorem, let us seek the solution of the equation:

\[ \frac{dy}{dx} = xy(y-2), \quad (10) \]

subject to the boundary condition: \( y_0 = 1, \quad x_0 = 0. \)

Writing the equation in the form: \( y' = xy^2 - 2xy, \) we take successive derivatives. Denoting the \( n \)th derivative by \( D^n \) and observing by the rule of Leibniz for the \( n \)th derivative of a product that

\[ D^n(xu) = xD^nu + nD^{n-1}u, \quad (11) \]

we obtain the following sequence of values:

\[ y' = xy^2 - 2xy, \]
\[ y'' = xDy^2 + y^2 - 2(xy' + y), \]
\[ y^{(3)} = xD^2y^2 + 2Dy^2 - 2(xy'' + 2y'), \]
\[ y^{(4)} = xD^3y^2 + 3D^2y^2 - 2(xy^{(3)} + 3y''), \]
\[ y^{(5)} = xD^4y^2 + 4D^3y^2 - 2(xy^{(4)} + 4y^{(3)}), \]
\[ y^{(6)} = xD^5y^2 + 5D^4y^2 - 2(xy^{(5)} + 5y^{(4)}). \quad (12) \]

Similarly, we next compute

\[ Dy^2 = 2yy', \]
\[ D^2y^2 = 2(yy' + y'y'), \]
\[ D^3y^2 = 2(yy^{(3)} + 2y'y'' + y'y'), \]
\[ D^4y^2 = 2(yy^{(4)} + 3y'y^{(3)} + 3y'y'' + y^{(3)}y'), \]
\[ D^5y^2 = 2(yy^{(5)} + 4y'y^{(4)} + 6y'y''y^{(3)} + 4y^{(3)}y''' + y^{(4)}y'). \quad (13) \]

Finally, we set \( x = 0, \) \( y = 1, \) and from (12) and (13) compute in succession: \( y_0' = 0, \) \( y_0'' = -1, \) \( y_0^{(3)} = y_0^{(4)} = y_0^{(5)} = 0, \) \( y_0^{(6)} = 30. \)

When these values are substituted in (2), we obtain the following expansion:

\[ y = 1 - \frac{x^2}{2} + \frac{x^4}{24} + \cdots. \quad (14) \]

Unfortunately the algorithm which we have used does not provide any ready way to determine the radius of convergence of the series. But we do know from Section 1 of Chapter 2 that this series is the expansion of the function

\[ y = \frac{2}{1 + e^{\pi^2}}. \]
which is observed to have poles at $x = \pm \sqrt{\frac{\pi}{2}}$. The radius of convergence of (14) is thus $\sqrt{\pi}$.

Several comments should be made about the calculus of limits. In the first place it can be extended essentially without change to systems of differential equations of first order and to differential equations of second and higher orders. This extension will be described in Section 4 of Chapter 7.

An essential limitation in the method is found in the assumption of the analyticity of the functions involved. For most of the classical equations this is not a significant restriction, but would be for an equation of the form: $y' = \sqrt{y}$ in the neighborhood of the point (0,0). This limitation will not be imposed in the methods which we shall describe in subsequent sections.

The most serious difficulty with the method, however, is found in its solving algorithm. As we have just seen in the relatively simple example given above, the computation of derivatives soon becomes very laborious. We have also observed that there is, in general, no ready method by means of which the radius of convergence of the series can be established. Except for points in the immediate neighborhood of $P_0$, the reduction of the solution to numerical values rapidly becomes one of great difficulty. However, in Chapter 9, we shall describe a method of continuous analytic continuation which enormously simplifies the whole problem. From this point of view the algorithm of the calculus of limits provides us with one of the most useful and powerful methods for numerical calculation.

3. The Method of Successive Approximations

Although this method is frequently referred to as the Method of Picard, in recognition of the fundamental contribution of this great analyst, its origin can be traced to a much earlier period. Thus the method was applied in 1838 by J. Liouville to the case of linear differential equations of second order and was extended in various directions by J. Cauché in 1864, L. Fuchs in 1870, G. Peano in 1888, and M. Bôcher in 1902. But it was E. Picard (1856–1941), who, in 1890, gave to the theory its most general form* and later made it an essential part of his treatment of differential equations in the second volume of his Traité d'Analyse.†

Beginning with the equation
\[ \frac{dy}{dx} = f(x,y), \]  
we seek a solution which reduces to \( y_0 \) when \( x = x_0 \). For this purpose we write equation (1) in the form
\[ y = y_0 + \int_{x_0}^{x} f(x,y) \, dx, \]
which is an integral equation, since the unknown function appears under the sign of integration. In the general case this will be an integral equation of nonlinear type.

A first approximation to the solution will be the function \( y_1 \) defined as follows:
\[ y_1 = y_0 + \int_{x_0}^{x} f(x,y_0) \, dx. \]

Similarly, we get the following sequence of successive approximations:
\[ y_2 = y_0 + \int_{x_0}^{x} f(x,y_1) \, dx, \]
\[ y_3 = y_0 + \int_{x_0}^{x} f(x,y_2) \, dx, \]
\[ y_{n+1} = y_0 + \int_{x_0}^{x} f(x,y_n) \, dx. \quad (3) \]

We shall now consider the following series:
\[ y = y_0 + (y_1 - y_0) + (y_2 - y_1) + \ldots + (y_{n+1} - y_n) + \ldots, \quad (4) \]
for which we shall determine conditions under which it will converge and represent the unique solution of the original equation.

We now introduce conditions as follows:
(a) Restricting \( x \) and \( y \) to the rectangular region \( R \) defined by
\[ |x - x_0| \leq a, \quad |y - y_0| \leq b, \quad (5) \]
we assume that \( f(x,y) \) is continuous in \( R \) and has an upper bound, which we shall denote by \( M \). We shall further assume that \( a < b/M \). As a matter of convenience, we shall say that \( x \) lies in \( A \) if it satisfies the first inequality in (5) and that \( y \) lies in \( B \) if it satisfies the second inequality.
(b) If \((x,y)\) and \((x,y')\) are any two points in \(R\) with the same abscissa, then there must exist a positive constant such that
\[
|f(x,y) - f(x,y')| < K|y - y'|.
\]

(6)

Condition (b) is called the \textit{Lipschitz condition} after R. Lipschitz (1832–1903), who introduced it in 1876.*

Returning now to a consideration of series (4), we first show that when \(|x-x_0|<a\), then \(|y_n-y_0|<b\). For this purpose we write
\[
|y_1-y_0| \leq \int_{x_0}^{x} |f(x,y_0)| \, dx,
\]
\[
\leq M|y-x_0| \leq Ma < b,
\]
and thus we see that \(y_1\) lies in \(B\). As a consequence of this \(|f(x,y_1)|<M\), which allows us to repeat the argument thus showing that \(y_2\) also lies in \(B\). We now have the elements of an induction by means of which the general proposition is established.

We are now in a position to establish the convergence of (4) for we can write the following inequalities:
\[
|y_2-y_1| \leq \int_{x_0}^{x} |f(x,y_1) - f(x,y_0)| \, dx,
\]
\[
\leq K \int_{x_0}^{x} |y_1-y_0| \, dx,
\]
\[
\leq MK \int_{x_0}^{x} |x-x_0| \, dx,
\]
\[
\leq MK \frac{(x-x_0)^2}{2} \leq \frac{MKa^2}{2}.
\]

By mathematical induction one then establishes the inequality
\[
|y_{n+1} - y_n| \leq MK^n \frac{(x-x_0)^{n+1}}{(n+1)!} \leq \frac{MK^n a^{n+1}}{(n+1)!}.
\]

(8)

We thus reach the conclusion that series (4) converges absolutely and uniformly when \(x\) is in \(A\). Therefore, the limit function \(y\) exists and is continuous in \(B\).

That \(y\), as defined by (4), is indeed a solution of equation (1) is established by the following argument:

We first observe the following limit:
\[
y = \lim_{n \to \infty} y_n(x) = y_0 + \lim_{n \to \infty} \int_{x_0}^{x} f(x,y_n-1(x)) \, dx,
\]
\[
= y_0 + \int_{x_0}^{x} \lim_{n \to \infty} f(x,y_{n-1}) \, dx = y_0 + \int_{x_0}^{x} f(x,y) \, dx.
\]

*See Bulletin St. Math., Vol. 10, 1876, p. 149.
The legitimacy of the inversion of the two limits proceeds from the fact that we have

\[ \int_{x_0}^{x} |f(x, y) - f(x, y_{n-1})| dx \leq K \int_{x_0}^{x} |y - y_{n-1}| dx, \]

\[ \leq \frac{MK^n a^n}{n!} \left[ 1 + \frac{K a}{n+1} + \frac{K^2 a^2}{(n+1)(n+2)} + \cdots \right] |x - x_0|, \]

which approaches zero as \( n \to \infty \).

Therefore, since the function \( f(x, y) \) is continuous in the interval, the derivative of each \( y_n \) exists and is continuous. We can thus differentiate (4) term by term, and thus obtain:

\[ \frac{dy}{dx} = \frac{d}{dx} \int_{x_0}^{x} f(x, y) dx = f(x, y). \]

It remains to be proved that \( y \) is the unique solution of equation (1). To establish this, we assume that \( z(x) \) is any other solution, subject to the restriction

\[ |z - y| < b. \]

Hence we have

\[ z = y_0 + \int_{x_0}^{x} f(x, z) dx, \]

\[ y_{n+1} = y_0 + \int_{x_0}^{x} f(x, y_n) dx, \]

from which it follows that

\[ |z - y_{n+1}| \leq \int_{x_0}^{x} |f(x, z) - f(x, y_n)| dx \leq K \int_{x_0}^{x} |z - y_n| dx. \]

By the same argument used above it is readily shown that

\[ |z - y_n| \leq K^n \frac{b(x - x_0)^n}{n!}. \]

Since the right-hand member approaches zero as \( n \to \infty \), we see that

\[ z = \lim_{n \to \infty} y_n = y, \]

and the following theorem results:

*If \( f(x, y) \) is a function which is subject to the conditions (a) and (b) stated above, then the differential equation,

\[ \frac{dy}{dx} = f(x, y) \]

*
has one and only one solution which assumes the value \( y = y_0 \) when \( x = x_0 \). This solution is defined by the series (4), which converges within the region \( R \).

4. An Example and Critique of the Method of Successive Approximations

As an example illustrating the application of the theory given in the preceding section, we shall consider the equation

\[
\frac{dy}{dx} = xy(y-2),
\]

which we shall solve subject to the initial condition: \( y_0 = 1, x_0 = 0 \).

In this case we have

\[
f(x,y) = xy(y-2),
\]

which satisfies conditions (a) and (b) of the theorem throughout any finite region \( R \).

Observing that \( f(x,y_0) = -x \), we compute the following sequence of values:

\[
y_1 = y_0 + \int_0^x -xdx = 1 - \frac{1}{2}x^2,
\]

\[
y_2 = y_0 + \int_0^x \left(-x + \frac{1}{4}x^5\right)dx = 1 - \frac{x^2}{2} + \frac{x^6}{24},
\]

\[
y_3 = y_0 + \int_0^x -x \left(1 - \frac{x^4}{4} + \frac{x^8}{16} - \frac{x^{12}}{576}\right)dx = 1 - \frac{x^2}{2} + \frac{x^6}{24} - \frac{x^{10}}{240} + \frac{x^{14}}{8064},
\]

\[
y_4 = y_0 + \int_0^x -x \left(1 - \frac{x^4}{4} + \frac{x^8}{24} \frac{17x^{12}}{2880} + \cdots\right)dx,
\]

\[
= 1 - \frac{x^2}{2} + \frac{x^6}{24} - \frac{x^{10}}{240} + \frac{17x^{14}}{40320} - \cdots
\]

This expansion is exact to the last term, as one can verify with some effort by expanding the appropriate solution of the differential equation (1), namely,

\[
y = \frac{2}{1 + e^x}.
\]

It is clear from this, as has already been observed in Section 2, that the radius of convergence of series (2) is \( \sqrt{\pi} \), since the solution (3) has poles at \( x_1 = \sqrt{\frac{\pi}{2}} (1 + i) \) and \( x_2 = \sqrt{\frac{\pi}{2}} (1 - i) \). There is no way to ascertain this fact from the existence theorem, but it serves to indicate the significance of the assumption in condition (a) of Section 3 that
\[ a \leq b/M. \] For as \( x \) approaches \( x_0 \), \( y \) increases without limit, and, in particular, will equal \( b \) however large this has been chosen. Therefore, within \( R, \ M \sim |x_0|b^2 \), and \( b/M \sim 1/(|x_0|b) \). Since \( a \leq b/M \), \( x \) is contained within a safe interval about \( x_0 \).

The significance of the Lipschitz condition, namely, condition (b) of Section 3, is readily shown by the following example:

\[
\frac{dy}{dx} = \frac{4xy}{x^2 + y^2} \tag{4}
\]

the solution of which we shall consider in the neighborhood of the origin, that is to say, the solution for which \( y = 0 \) when \( x = 0 \).

The function

\[ f(x,y) = \frac{4xy}{x^2 + y^2} \]

is defined to be 0 when \( x = y = 0 \). One can then show without difficulty that it is continuous in a region \( R \), which contains the origin.

We now compute

\[ f(x,y') - f(x,y) = \frac{4x(x^2 - yy')}{(x^2 + y'^2)(x^2 + y^2)} \left( y' - y \right). \]

If in the first factor of the right member we let \( y' = \alpha x, y = \beta x \), then we have

\[ |f(x,y') - f(x,y)| = \frac{4|1 - \alpha \beta|}{(1 + \alpha^2)(1 + \beta^2)} \left| \frac{y' - y}{x} \right|, \]

from which it is evident that the Lipschitz condition is violated in any region \( R \) which contains the origin.

The significance of this is at once evident from the solution of equation (4), which can be written:

\[ (3x^2 - y^2)^2 = cy, \]

where \( c \) is an arbitrary constant. This function, for any value of \( c \), satisfies the initial condition: \( x = y = 0 \). Thus, by violating the Lipschitz condition, we have sacrificed the uniqueness of the solution.

5. The Cauchy-Lipschitz Method

The method which bears the name of Cauchy and Lipschitz is an extension to differential equations of the limiting process by which an integral is defined. The first proof was devised by Cauchy somewhere between 1820 and 1830 and appeared in summarized form in 1840 in his \textit{Exercices d'analyse}. A more extended development was
given by F. Moigno (1804–84) in his *Leçons de calcul* published in 1844. The introduction to the theory of conditions which attached the name of Lipschitz to the method was made in 1876. A definitive presentation of the proof, which kept in view the principal objective of extending to the general differential equation of first order the existence theorem for the Riemann integral, was made in 1908 by E. Goursat in the second volume of his *Cours d’analyse mathématique*.

In order to understand the basis of the method, let us consider the equation:

\[ \frac{dy}{dx} = f(x), \]  

(1)

the solution of which, subject to the condition that \( y = y_0 \) when \( x = x_0 \), is merely the integral:

\[ y = y_0 + \int_{x_0}^{x} f(x) dx. \]  

(2)

But this solution can also be written as the limit of the following sum:

\[ Y_n = y_0 + \sum_{i=0}^{n-1} f(x_i) \Delta x_i, \]  

(3)

where the increments \( \Delta x_i \) cover in some prescribed manner the range from \( x = x_0 \) to \( x = x \), and \( x_i \) is any point within the interval \( \Delta x_i \).

It is the generalization of this idea that is involved in the method of Cauchy-Lipschitz. Thus, let us consider the equation

\[ \frac{dy}{dx} = f(x, y), \]  

(4)

and let us divide the interval \( (x_0, x) \) into \( n \) parts:

\[ \Delta x_0 = x_1 - x_0, \quad \Delta x_i = x_{i+1} - x_i, \quad \Delta x_{n-1} = x - x_{n-1}, \]

where \( x_i < x_{i+1}, \quad x_n = x \).

If we now form the following sequence,

\[ y_{i+1} = y_i + f(x_i, y_i) \Delta x_i, \quad i = 0, 1, 2, \ldots, n-1, \]

(5)

then the series:

\[ y_n = y_0 + f(x_0, y_0) \Delta x_0 + f(x_1, y_1) \Delta x_1 + \ldots + f(x_{n-1}, y_{n-1}) \Delta x_{n-1}, \]

\[ = y_0 + \sum_{i=0}^{n-1} f(x_i, y_i) \Delta x_i, \]

(6)

is the analogue of (3).
We can now state the following theorem:

Let \( x \) and \( y \) be restricted to the region \( R \) defined as follows:

\[
|x-x_0| \leq a, \quad |y-y_0| \leq b.
\]

Let \( f(x,y) \) be a function which satisfies the following conditions when \( x \) and \( y \) are in \( R \):

1. \( f(x,y) \) is uniformly continuous, that is to say, given an arbitrary value \( \varepsilon \), there exists a quantity \( \delta \), independent of \( x \) and \( y \), such that

\[
|f(x,y)-f(x',y)|<\varepsilon, \quad \text{when} \quad |x-x'|<\delta.
\]

2. \( |f(x,y)| \) has a maximum value \( M \).

3. \( f(x,y) \) satisfies the Lipschitz condition, that is to say, if \( (x,y) \) and \( (x,y') \) are any two points in \( R \) with the same abscissa, then there exists a constant \( K \) such that

\[
|f(x,y)-f(x,y')|<K|y-y'|.
\]

Under these conditions and with the added restriction that

\( a/b \leq M \),

\( y_n \) defined by (6) will converge to a limit function \( y(x) \), which is the unique solution of equation (4) satisfying the boundary condition \( y=y_0 \) when \( x=x_0 \).

The details of the proof of this theorem are considerably more complicated than those which establish the theorems given in Sections 2 and 3 and will be omitted since adequate accounts are given elsewhere.* But an outline of the general argument is readily provided and is instructive.

The proof follows closely that by means of which the convergence of (3) is established. Thus, if \( M_i \) is the largest value of \( f(x_i) \) in the interval \( \Delta x_i \) and \( m_i \) the smallest, then \( y_n \) will be some value between the sums

\[
S_n = \sum_{i=0}^{n-1} M_i \Delta x_i \quad \text{and} \quad s_n = \sum_{i=0}^{n-1} m_i \Delta x_i.
\]

Under the broad assumption that \( f(x) \) is a function of limited variation† in the interval \( x_0 \leq x \leq b \), it can be shown that both \( S_n \) and \( s_n \) converge uniformly to a common limit \( S \) as \( \Delta x_i \to 0 \). From this fact the existence of a unique integral is thus established.

---

*The original proof of Goursat will be found in Section 30, Vol. 2, of his Cours d'analyse (English translation, pp. 68-74). Another proof following the same general argument, but extended in some details, is given by Ince in his Ordinary Differential Equations, pp. 75-82.

†The difference \( v_i = M_i - m_i \) is called the variation of \( f(x) \) in the division \( x_i \). The function \( f(x) \) is said to be a function of limited variation in \( (a,b) \) if the sum \( \sum v_i \) remains less than some fixed value \( K \) for any mode of division of \( (a,b) \).
In order to obtain the analogue of (3), we first compute the following sequence of values:

\[
y_1 = y_0 + f(x_0, y_0) \Delta x_0,
\]
\[
y_2 = y_1 + f(x_1, y_1) \Delta x_1,
\]
\[
\vdots
\]
\[
y_n = y_{n-1} + f(x_{n-1}, y_{n-1}) \Delta x_{n-1}.
\]  

(8)

The sum of these quantities then gives series (6), the limit of which is now to be sought for. A triangular region \((PQR)\) is first established enclosed between the lines:

\[
x = x_0 + a, \quad y = y_0 + M(x - x_0), \quad y = y_0 - M(x - x_0),
\]

as shown in Figure 1.

In the small triangle \(PQ'R'\) the function \(f(x,y)\) will have an upper bound \(M_1\) and a lower bound \(m_1\) which satisfy the inequality:

\[-M < m_1 \leq M_1 < M.\]

Lines with slopes equal respectively to \(M_1\) and \(m_1\) are now drawn from \(P\) to form the triangle \(Pp_1q_1\). Similarly, lines are next drawn from \(p_1\) and \(q_1\) with slopes equal to \(M_2\) and \(m_2\), the respective upper and lower bounds of \(f(x,y)\) in the next segment. In this way con-
tinuous arcs $C_1$ and $C_2$ are constructed which, with the line $x = x_0 + a$, enclose an area that lies entirely within the triangle $PQR$.

The following sums are now constructed:

\[
Y_n = y_0 + M_1 \Delta x_0 + M_2 \Delta x_1 + \ldots + M_n \Delta x_{n-1},
\]

\[
Z_n = y_0 + m_1 \Delta x_0 + m_2 \Delta x_1 + \ldots + m_n \Delta x_{n-1},
\]  

(9)

which are seen to be the analogues of series (7).

The kernel of the proof is now to show that the conditions imposed by the theorem are sufficient to establish the uniform convergence of $Y_n$ and $Z_n$ to a common limit function $y(x)$ and that this limit function is a unique solution of the differential equation satisfying the given boundary conditions. The graph of this function is a curve $C$ which lies between the bounding arcs $C_1$ and $C_2$. The details of the proof are quite intricate and will be omitted.

Since this theorem, as in the case of the other two, contains a solving algorithm it will be instructive to examine its efficacy as a method for solving equations. For this purpose we shall apply it to the equation which we have used previously,

\[
\frac{dy}{dx} = xy(y - 2),
\]  

(10)

subject to the boundary condition: $y = 1$ when $x = 0$.

For this purpose the series of value defined by (8) is now computed over the range $0 \leq x \leq 1$ for the three cases (a) $\Delta x = 0.1$; (b) $\Delta x = 0.01$; (c) $\Delta x = 0.001$. When each of these series is added to obtain the sum (6), we obtain the following values:

(a) $y_{10} = 0.572042$; (b) $y_{100} = 0.541086$; (c) $y_{1000} = 0.538205$,

which are to be compared with the value correct to six places:

\[
y_\infty = 0.537883.
\]

If we take cognizance of the fact that the estimate of the value of an integral defined by (3) for equal values of the increment can be improved by subtracting from $Y_n$ half the sum of the first and last values, of the series, and if we apply this correction here, we shall obtain for (c) the improved estimate $0.537811$. But it is clear from this example that the algorithm provided by the Cauchy-Lipschitz method will not, in general, converge rapidly to a solution. The graphic representations, the curves $C_1$, $C_2$, and $C$, for this example for the case $n = 10$ are shown in Figure 2.
Figure 2
Chapter 5

An Introduction to Second Order Equations—The Problems of Conflict and Pursuit

1. Introduction

Before considering more generally the problem of the solution of nonlinear differential equations of second order, we shall find it instructive to investigate two problems which, arising in application, exhibit a number of the difficulties of such equations and some of the methods that have been devised to overcome them. These problems are interesting for their own sake and furnish, therefore, a pleasing introduction to a subject which will engage much of our attention in the following pages.

The first of these problems concerns the growth of two populations, which conflict with one another. Although this problem had its origin in earlier studies relating to the growth of collections of individuals, its recent development is due largely to Vito Volterra (1860–1940), one of the founders of the modern theory of integral equations. This mathematician considered the problem of competition between species, the growth and recession of populations one of which preys upon the other, or, in other words, the problem of the prey and the predator. In its general form the theory was stated in terms of several nonlinear integro-differential equations of special type. The details are set forth in a work, notable for its originality and depth, published in Paris in 1931 under the title: Leçons sur la theorie mathématique de la lutte pour la vie.

The second problem is concerned with the curve of pursuit, that is to say, the path generated by a point $P$, which moves in such a manner that its direction of motion is always toward a second point $P'$, constrained to move along a prescribed path. This problem appears to have originated with Leonardo da Vinci in the 15th century, but its curious difficulties have intrigued the fancy and strained the ingenuity of modern mathematicians. A more detailed history of this problem will be given in a later section.
2. The Logistic Curve

The growth of human populations, as well as that of crystals, plants, animals, and lower organisms, presents a characteristic pattern, which suggested that they might be described by a single equation. The first of the studies of this problem appears to have been made as early as 1844 by P. F. Verhulst, a contemporary and colleague of L. A. J. Quetelet (1796–1874), Belgian statistician and astronomer. Quetelet had made the observation that "when a population is able to develop freely and without obstacles, it grows according to a geometric progression; if the development takes place in the midst of obstacles of all kinds which tend to arrest it, and which operate in a uniform manner, that is to say, if the social state does not change, the population does not increase indefinitely, but tends more and more to become stationary." It was to discover a curve which would meet this requirement that Verhulst initiated his investigations. The curve thus found is called the logistic, a term which appears to have been used first by Edward Wright in 1599 to describe an S-shaped curve.

The modern theory and application of the logistic to biological and population studies were initiated by Raymond Pearl and L. J. Reed in 1920 and these subjects are extensively treated in their work on Studies in Human Biology published in 1924. More recently the same methods have been applied to the description of certain growth curves observed in economic time series.

As an introduction to the more complex problem of Volterra, we shall discuss the problem of single-population growth. Let us assume that the population has an initial size equal to \( y_0 \) and that after the elapse of time \( t \), it has increased to a size which we denote by \( y(t) \). The simplest assumption, that of Quetelet's uninhibited growth, is that the rate of increase is proportional to the size of the population, that is to say,

\[
\frac{dy}{dt} = Ay. \tag{1}
\]

This simple equation yields: \( y = y_0 \exp (At) \) as the law of growth, a law which may hold in the initial stages of population increase, but obviously cannot hold over an indefinitely long period.

The assumption made by Verhulst, and later by Pearl and Reed, was that in the normal growth of a population an inhibiting factor appears, which is proportional to \( -y^2 \). Thus we can replace (1) by the more realistic equation

\[
\frac{dy}{dt} = Ay - By^2, \tag{2}
\]
which, for convenience, can also be written:

$$\frac{dy}{dt} = ay \left(1 - \frac{y}{k}\right).$$

(3)

This is a simple null form of the Riccati equation, the solution of which is readily found to be

$$y = \frac{k}{1 + Ce^{-at}},$$

(4)

where $C$ is a constant of integration. The S-shaped curve obtained from this equation for positive values of $C$ is called the logistic curve.

\[ \text{Figure 1} \]

It possesses an upper and a lower asymptote, the upper asymptote being the line $y=k$. It has one point of inflection, namely, $P = (t_1, y_1)$ where

$$t_1 = \frac{1}{a} \log C, \quad y_1 = \frac{1}{2} k.$$

(5)

These features are shown in Figure 1.

A natural generalization of equation (3) is found in the following:

$$\frac{dy}{dt} = \phi(t)y(y-k),$$

(6)
which can be shown to have the solution:

\[ y = \frac{k}{1 + Ce^{gt}} \]  

(7)

where we write

\[ g(t) = k \int_0^t \phi(t) \, dt. \]  

(8)

If \( g(t) \) is a function which varies continuously between \(-\infty\) and \(+\infty\) as \( t \) varies along a segment of the real axis between \( t=a \) and \( t=b \), then horizontal asymptotes exist, which are the lines \( y=0 \) and \( y=k \). Maxima and minima of the curve are given for values of \( t \) which satisfy the equation:

\[ \phi'(t) = 0, \]  

(9)

provided at such values \( y \neq k/2 \).

If we form the second derivative of \( y \) by differentiating (6), we obtain the equation:

\[ \frac{d^2y}{dt^2} = \left[ \phi'(t) + \phi^2(t)(2y-k) \right] y(y-k). \]  

(10)

Such points of inflection as \( y \) may have are thus found for values of \( t \) which satisfy the equation:

\[ \phi'(t) + \phi^2(t)(2y-k) = 0. \]  

(11)

Equation (7) belongs to a class of curves defined by the differential equation

\[ \frac{dy}{dt} = G(t)F(y/k)y, \]  

(12)

where \( F(z) \) is a function such that \( F(1) = 0 \). The logistic curve and its generalization given above are derived by setting \( F(z) = z - 1 \).

Another specialization of equation (12) is obtained from the choice \( F(z) = \log z, G(t) = \log b \). The solution is then the Gompertz curve,

\[ y = kCe^{b'\cdot t}, \]

where \( C \) is an arbitrary constant and \( b \) is assumed to be less than 1. The curve is named after Benjamin Gompertz (1779–1865), who used it to graduate the data of the mortality table. The curve resembles the logistic in form.
3. The Problem of Growth in Two Populations Conflicting With One Another

Having now considered the problem of single-population growth, we shall concern ourselves in this and subsequent sections with the problem of two populations conflicting with one another. Although our objective is thus specific, the general problem which is suggested is much broader. In many applied problems one is frequently concerned with the mutual behavior of two variables $x$ and $y$, both functions of an independent variable $t$, which are connected by a system of two differential equations:

$$
\frac{dx}{dt} = P(x, y), \quad \frac{dy}{dt} = Q(x, y).
$$

(1)

If it happens that cyclical variations in $x$ cause cyclical variations in $y$, and if the changes in $y$ lag behind those of $x$, then it is customary to say that there is hysteresis in the relationship between them. This term arose actually in the theory of magnetism, where the magnetism induced in a piece of iron by an imposed field was found to exhibit hysteresis, that is to say, a lag, and the curve which described the phenomenon formed a closed path in the $x, y$-plane.

This problem can be illustrated in a simple manner by the following system:

$$
\frac{dx}{dt} = ax - by, \quad \frac{dy}{dt} = cx - ay,
$$

(2)

where all the parameters are positive quantities, and where

$$
\Delta = bc - a^2 > 0.
$$

These equations state that the growth of both variables is stimulated directly by the magnitude of one of them, but is adversely affected by the magnitude of the second. Although the system is linear and its solution readily obtained, it will serve to illustrate the more complex problem which follows.

In order to find the relationship between $x$ and $y$, we observe the following equation between the two variables:

$$
 cx' - a(xy' + yx') + byy' = 0,
$$

(3)

where $x'$ and $y'$ indicate the derivatives of $x$ and $y$ respectively.

Integrating (3), we obtain the equation

$$
 cx^2 - 2axy + by^2 = K,
$$

(4)

where $K$ is an arbitrary constant. From the condition that $\Delta > 0$, we see that (4) is an ellipse. This result, of course, we have already
obtained earlier in another manner [See (16), Section 5, Chapter 2], since (4) is the solution of the equation:

$$\frac{dy}{dx} = \frac{cx-ay}{ax-by}.$$  

(5)

But still another derivation of (4) is provided by system (2). If we differentiate the first equation and eliminate $x'$ and $y'$ by substituting their values as defined by the system, we shall obtain

$$\frac{d^2x}{dt^2} + \Delta x = 0.$$  

(6)

**Figure 2.**

This defines the harmonic

$$x = A \cos (\sqrt{\Delta} t + p),$$  

(7)

where $A$ and $p$ are arbitrary constants. In a similar manner we also obtain

$$y = B \cos (\sqrt{\Delta} t + q).$$  

(8)

Eliminating $t$ between (7) and (8), we obtain

$$B^2x^2 - 2AB \cos(p-q) xy + A^2y^2 = A^2B^2 \sin^2(p-q).$$  

(9)

This equation is observed to be equivalent to (4), also defining an ellipse. If $p=q$, then the ellipse degenerates into two coincident lines. In Figure 2 the two curves defined by (7) and (8) are shown for special values of the parameters. The corresponding ellipse is also graphically represented, the numbers on it agreeing with the numbers on the graphs of the two cosine curves and thus indicating both the position and the direction of motion of the point $P = (x, y)$ as $t$ moves through a complete cycle of $y$. As we shall see later, the ellipse will be called a
phase trajectory of the motion, which will itself be described as a vortex cycle about the origin as a singular point.

The problem of Volterra, namely that of the growth of two conflicting populations, is a generalization of the one which we have just described. The pertinent system of differential equations is derived by the following argument.

We consider two variables $N_1$ and $N_2$, which measure respectively the number of individuals in two populations that are assumed to work in opposition to one another. We shall assume that $N_2$ measures the population of a species $(A)$, which preys upon a second species $(B)$, whose population is measured by $N_1$. If $N_1$ is large, then $(A)$, in the presence of so much prey, will flourish and $N_2$ will increase. But as $N_2$ increases, the prey will diminish, that is to say, $N_1$ will decrease, and a period of starvation will set in. Then, as $N_1$ diminishes, the prey will again begin to increase, and the cycle continues.

The situation which has just been described can be formulated in terms of the following system of equations:

\[
\frac{dN_1}{dt} = aN_1 - bN_1N_2, \tag{10}
\]

\[
\frac{dN_2}{dt} = -cN_2 + dN_1N_2,
\]

where $a, b, c$, and $d$ are positive numbers.

These differential equations are derived by reasoning as follows. In a bounded environment the number of encounters of the members of the two species will be proportional to $N_1N_2$, that is, there will be $kN_1N_2$ encounters per unit of time. If, for every encounter there results an instantaneous diminishing of $B_1$ members of the first species and a corresponding increase of $B_2$ members of the second species, then the resulting equations will be

\[
\frac{dN_1}{dt} = aN_1 - kB_1N_1N_2,
\]

\[
\frac{dN_2}{dt} = -cN_2 + kB_2N_1N_2,
\]

where $a$ and $c$ are the growth coefficients that species $(A)$ and $(B)$ would have respectively, if they existed alone. We observe that $c$ is negative, since $(B)$ by assumption depends upon $(A)$ for its source of food. If we let $kB_1 = c$ and $kB_2 = d$, then system (10) is obtained. We also observe that if $N_1 = 0$, then $N_1$ will increase exponentially, since the predator has disappeared; but if $N_1 = 0$, then $N_2$ will decrease exponentially, since the source of food of species $(B)$ no longer exists.

This formulation of the "struggle for life" is the work of a number of people, foremost among whom must be mentioned A. J. Lotka and
Volterra. The reader will find an excellent account of Lotka's theory in his useful work: *Elements of Physical Biology*, published in 1925. A comprehensive discussion of the problem, not only from the mathematical point of view, but also from that of the origin and significance of the problem, will be found in Volterra's treatise, to which we have already referred. This work extends Volterra's original investigations, which were first published in the memoirs of the Academia dei Lincei in 1926. Actual application of the mathematical theory to biological material was made by G. F. Gause in *The Struggle for Existence*, published in 1934.

4. Solution of the Problem of Growth of Two Conflicting Populations

We shall now obtain the solution of system (10) of Section 3, which, by means of the transformation: \( N_1 = cx/d, N_2 = ay/b \), reduces to the following:

\[
\frac{dx}{dt} = a(x-xy), \quad \frac{dy}{dt} = -c(y-xy). \tag{1}
\]

If both equations are differentiated and if \( y \) and \( y' \) are eliminated, the following nonlinear differential equation for the determination of \( x(t) \) is obtained:

\[
x^2 \frac{d^2x}{dt^2} = \left( \frac{dx}{dt} \right)^2 + acx^2 - cx \frac{dx}{dt} + cx^2 \frac{dx}{dt} - acx^3. \tag{2}
\]

A similar elimination of \( x \) and \( x' \) yields the following equation for the determination of \( y(t) \):

\[
y \frac{d^2y}{dt^2} = \left( \frac{dy}{dt} \right)^2 + acy^2 + ay \frac{dy}{dt} - ayy' \frac{dy}{dt} - acy^3. \tag{3}
\]

Unfortunately, neither equation (1) nor equation (2) can be integrated in terms of elementary functions. On the other hand, however, it is possible to obtain the equation of the phase trajectories, that is to say, the solution of the equation:

\[
\frac{dy}{dx} = \frac{-c(y-xy)}{a(x-xy)}. \tag{4}
\]

To achieve this, we observe that, since \( x \) and \( y \) satisfy equations (1), we can write

\[
 cx' + ay' - cx'/x - ay'/y = 0. \tag{5}
\]

Integrating this equation, we obtain

\[
 cx + ay - c \log x - a \log y = K, \tag{6}
\]

where \( K \) is an arbitrary constant.
This equation can be written in the somewhat more useful form

\[ x^{-c}e^{cz} = Cy^a e^{-ay}, \quad C = e^K. \quad (7) \]

We now have a functional relationship between \( x \) and \( y \), from which the graphs of the phase trajectories can be constructed. Since, however, the relationship between the two variables is a complicated transcendental equation, the determination of points on the trajectories can be most easily accomplished by a graphical method devised by Volterra. Thus, let us write

\[ \eta = (x^{-c}e^z)^a, \quad \xi = (ye^{-y})^a. \quad (8) \]

These two functions are now graphed and the values of \( x \) and \( y \) are obtained from the linear relationship: \( \eta = C \xi \).

As an example of the construction, let us examine Figure 3.* In the second and fourth quadrants of the diagram we have represented the functions:

\[ \eta = e^z/x, \quad \xi = y^a e^{-2y}, \quad (9) \]

which are merely (8) corresponding to \( c = 1, a = 2 \).

*The example and the figure are taken from Volterra's treatise. (Loc. cit.)
Now let tangents be drawn from $A$ and $B$, the minimum and maximum points of $\eta$ and $\xi$ respectively, and let these tangents intersect in $P$. The line $\eta=C\xi$ is now drawn and if $C$ exceeds the slope of $OP$, then (9) will represent a real locus. The points $Q$ and $R$ determine the points $q_1$, $q_2$, and $r_1$, $r_2$ respectively of the desired locus by the simple construction given in the figure. Other points are similarly determined by means of an identical construction originating from the variable point $M$ in the interval $RQ$.

If one desires greater accuracy than that possible from the graphical methods just described, a relatively simple numerical approximation is available. To illustrate, let us consider equation (7) in which $a=2$, $c=1$, and let $C$ be determined by the initial condition: $x=1$, $y=3$. We thus have

$$e^y/x = 121.84812 \cdot y^2 e^{-2y}.$$ (10)

Let us now assume that $y=1$, and let us determine the corresponding values of $x$. We thus wish to solve the equation: $e^y/x = 16.49035$. In order to find the smallest root of this equation, we make use of the following theorem:

If $k$ is a number less than $1/e$, then the smallest root of the equation

$$xe^{-x} = k,$$ (11)

is given by the convergent expansion:

$$x = k + k^2 + \frac{3}{2} k^3 + \frac{8}{3} k^4 + \frac{125}{24} k^5 + \ldots + \frac{n^{n-1}}{n!} k^n + \ldots$$ (12)

Since $k = 1/16.49035 = 0.06064$, which is less than $1/e$, we readily find that $x = 0.06469$.

To obtain the second value of $x$ corresponding to $y=1$, an approximation is found either graphically or from a table of values of $e^y$. Let us denote this value by $z$ and write: $x=z+\delta$. When this quantity is substituted in (11), we obtain the equation:

$$(z+\delta)e^{-z} = ke^z.$$ (13)

Since $\delta$ is small, if $z$ has been properly chosen, the left-hand member can be written approximately: $(z+\delta)(1-\delta) \sim z + \delta(1-z)$. Equating this to the right-hand member of (13) and solving for $\delta$, we have for the determination of $\delta$ the following:

$$\delta = \frac{z - ke^z}{z-1}.$$ (14)

This formula can be used as an iterative device in which $z$ is replaced by successively determined values. If we choose $z=4$ as our first
approximation, we get by (14): \( \delta = 0.230 \) and \( x = 4.23 \). Using this value as a second approximation, we then obtain: \( \delta = 0.0195 \) and \( x = 4.2495 \), which is in error by only one unit in the last place. We thus see that by successive applications of formulas (12) and (14) as many points on (7) as may be desired and to any specified accuracy can be obtained. The complete graph of the phase trajectory is shown in Figure 4.

The next, and considerably more difficult step, is to construct the curves

\[
x = x(t), \quad y = y(t).
\] (15)

The inherent difficulties of the problem are readily seen, since we are in effect finding specific solutions of equations (2) and (3).

In order to do this we first observe that by means of equations (1) we can write

\[
\left[(x-1) \frac{dy}{dt} - (y-1) \frac{dx}{dt}\right] = c(x-1)^2 y + a(y-1)^2 x.
\] (16)

Let us now change to the polar coordinates \((\rho, \omega)\), referred to the point \((1,1)\), that is, let us write

\[
x - 1 = \rho \cos \omega, \quad y - 1 = \rho \sin \omega.
\] (17)

Equation (16) then assumes the form

\[
\frac{d\omega}{dt} = ax \sin^2 \omega + cy \cos^2 \omega.
\] (18)

The value of \( \omega \) is thus defined by the integral

\[
\omega = \int_0^t \phi(\omega) \, dt,
\] (19)

where we employ the abbreviation:

\[
\phi(\omega) = ax \sin^2 \omega + cy \cos^2 \omega.
\] (20)

We now seek values of \( \phi(\omega) \). These can be obtained either graphically, if not too much accuracy is required, or by ready computation from (17) if numerical values of \( x \) and \( y \) are available. If the graphical method is employed, we first observe from Figure 4 that \( ED = x \sin \omega \) and hence \( FD = x \sin^2 \omega \). Similarly, we have \( HI = y \cos \omega \) and \( HG = y \cos^2 \omega \). Multiplying these values respectively by \( a \) and \( c \) and adding them together, we obtain the value of \( \phi(\omega) \) for the assumed value of \( \omega \). By continuing this graphical process for a sufficient number of values of \( \omega \) in the interval between 0 and 2, we can construct the graph of \( \phi(\omega) \).
The details of the computation of $\phi(\omega)$ are shown in Table 1. Except for a few critical points, the values of $x$ and $y$ were estimated from the graph of the phase trajectory (Fig. 4) drawn to a sufficiently large scale. The graphical representation of the function $\phi(\omega)$ is shown in Figure 5.

The final step in the computation is to find $x$ and $y$ as functions of $t$. Since these variables are now expressed as functions of $\omega$, as shown in Table 1, the problem is to determine $t$ as a function of $\omega$ also. To accomplish this, we note from (19) that $d\omega/dt=\phi(\omega)$, and that $t=0$ when $\omega=0$. Hence, for the determination of $t$, we have the integral

$$t = \int_0^\omega \psi(\omega) \, d\omega,$$

where $\psi(\omega) = 1/\phi(\omega)$. 
Table 2. Computation of $t$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\omega$</th>
<th>$\psi(\omega)$</th>
<th>$\Sigma\psi(\omega)$</th>
<th>$t$</th>
<th>$x$</th>
<th>$y$</th>
<th>$n$</th>
<th>$\omega$</th>
<th>$\psi(\omega)$</th>
<th>$\Sigma\psi(\omega)$</th>
<th>$t$</th>
<th>$x$</th>
<th>$y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>4.25</td>
<td>1.00</td>
<td></td>
<td>18</td>
<td>3.14</td>
<td>1.00</td>
<td>12.59</td>
<td>2.02</td>
<td>0.06</td>
<td>1.00</td>
</tr>
<tr>
<td>1</td>
<td>0.17</td>
<td>0.58</td>
<td>1.58</td>
<td>3.96</td>
<td>1.50</td>
<td></td>
<td>19</td>
<td>3.32</td>
<td>1.22</td>
<td>13.81</td>
<td>2.22</td>
<td>0.08</td>
<td>0.83</td>
</tr>
<tr>
<td>2</td>
<td>0.35</td>
<td>0.80</td>
<td>1.98</td>
<td>3.52</td>
<td>1.91</td>
<td></td>
<td>20</td>
<td>3.49</td>
<td>1.64</td>
<td>15.45</td>
<td>2.47</td>
<td>0.09</td>
<td>0.67</td>
</tr>
<tr>
<td>3</td>
<td>0.52</td>
<td>0.32</td>
<td>3.20</td>
<td>3.07</td>
<td>2.18</td>
<td></td>
<td>21</td>
<td>3.67</td>
<td>2.33</td>
<td>17.78</td>
<td>2.81</td>
<td>0.13</td>
<td>0.49</td>
</tr>
<tr>
<td>4</td>
<td>0.70</td>
<td>0.28</td>
<td>3.48</td>
<td>2.67</td>
<td>2.41</td>
<td></td>
<td>22</td>
<td>3.84</td>
<td>2.86</td>
<td>20.64</td>
<td>3.26</td>
<td>0.20</td>
<td>0.33</td>
</tr>
<tr>
<td>5</td>
<td>0.87</td>
<td>0.26</td>
<td>3.74</td>
<td>2.32</td>
<td>2.59</td>
<td></td>
<td>23</td>
<td>4.01</td>
<td>1.92</td>
<td>22.59</td>
<td>3.68</td>
<td>0.36</td>
<td>0.24</td>
</tr>
<tr>
<td>6</td>
<td>1.05</td>
<td>0.27</td>
<td>4.01</td>
<td>2.03</td>
<td>2.71</td>
<td></td>
<td>24</td>
<td>4.19</td>
<td>1.15</td>
<td>23.71</td>
<td>3.95</td>
<td>0.55</td>
<td>0.20</td>
</tr>
<tr>
<td>7</td>
<td>1.22</td>
<td>0.31</td>
<td>4.29</td>
<td>1.66</td>
<td>2.86</td>
<td></td>
<td>25</td>
<td>4.36</td>
<td>0.76</td>
<td>24.49</td>
<td>4.12</td>
<td>0.71</td>
<td>0.18</td>
</tr>
<tr>
<td>8</td>
<td>1.40</td>
<td>0.37</td>
<td>4.67</td>
<td>1.35</td>
<td>2.95</td>
<td></td>
<td>26</td>
<td>4.54</td>
<td>0.61</td>
<td>25.10</td>
<td>4.24</td>
<td>0.86</td>
<td>0.18</td>
</tr>
<tr>
<td>9</td>
<td>1.57</td>
<td>0.50</td>
<td>5.19</td>
<td>1.00</td>
<td>3.00</td>
<td></td>
<td>27</td>
<td>4.71</td>
<td>0.50</td>
<td>25.80</td>
<td>4.34</td>
<td>1.00</td>
<td>0.17</td>
</tr>
<tr>
<td>10</td>
<td>1.74</td>
<td>0.72</td>
<td>5.91</td>
<td>0.67</td>
<td>2.95</td>
<td></td>
<td>28</td>
<td>4.89</td>
<td>0.46</td>
<td>26.05</td>
<td>4.42</td>
<td>1.15</td>
<td>0.17</td>
</tr>
<tr>
<td>11</td>
<td>1.92</td>
<td>1.05</td>
<td>6.86</td>
<td>0.37</td>
<td>2.70</td>
<td></td>
<td>29</td>
<td>5.06</td>
<td>0.43</td>
<td>26.48</td>
<td>4.49</td>
<td>1.27</td>
<td>0.17</td>
</tr>
<tr>
<td>12</td>
<td>2.09</td>
<td>1.11</td>
<td>7.17</td>
<td>0.21</td>
<td>2.36</td>
<td></td>
<td>30</td>
<td>5.24</td>
<td>0.45</td>
<td>26.94</td>
<td>4.57</td>
<td>1.46</td>
<td>0.17</td>
</tr>
<tr>
<td>13</td>
<td>2.27</td>
<td>1.00</td>
<td>8.17</td>
<td>0.15</td>
<td>2.02</td>
<td></td>
<td>31</td>
<td>5.41</td>
<td>0.50</td>
<td>27.44</td>
<td>4.66</td>
<td>1.65</td>
<td>0.17</td>
</tr>
<tr>
<td>14</td>
<td>2.44</td>
<td>0.88</td>
<td>9.05</td>
<td>0.12</td>
<td>1.76</td>
<td></td>
<td>32</td>
<td>5.58</td>
<td>0.57</td>
<td>28.01</td>
<td>4.75</td>
<td>1.99</td>
<td>0.17</td>
</tr>
<tr>
<td>15</td>
<td>2.62</td>
<td>0.68</td>
<td>9.88</td>
<td>0.10</td>
<td>1.53</td>
<td></td>
<td>33</td>
<td>5.76</td>
<td>0.74</td>
<td>28.75</td>
<td>4.87</td>
<td>2.35</td>
<td>0.20</td>
</tr>
<tr>
<td>16</td>
<td>2.79</td>
<td>0.83</td>
<td>10.71</td>
<td>0.09</td>
<td>1.35</td>
<td></td>
<td>34</td>
<td>5.93</td>
<td>1.04</td>
<td>29.79</td>
<td>5.02</td>
<td>2.03</td>
<td>0.29</td>
</tr>
<tr>
<td>17</td>
<td>2.97</td>
<td>0.88</td>
<td>11.59</td>
<td>0.08</td>
<td>1.16</td>
<td></td>
<td>35</td>
<td>6.11</td>
<td>1.25</td>
<td>31.04</td>
<td>5.22</td>
<td>3.82</td>
<td>0.52</td>
</tr>
<tr>
<td>18</td>
<td>3.14</td>
<td>1.00</td>
<td>12.59</td>
<td>0.06</td>
<td>1.00</td>
<td></td>
<td>36</td>
<td>6.28</td>
<td>1.00</td>
<td>32.04</td>
<td>5.42</td>
<td>4.25</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Expressing $\omega$ in radian measure at intervals of $\Delta \omega = 2\pi/36 = 0.1745$, values of $t$ are computed from (21) by numerical integration. In the present case, sufficient accuracy is obtained by means of the trapezoidal formula, that is to say,

$$t_n = \Delta \omega \left\{ \sum_{i=0}^{n} \psi(\omega_i) - \frac{1}{2} [\psi(\omega_n) + \psi(\omega_0)] \right\}. \quad (22)$$

The details of the computation are given in Table 2, and the graphs thus obtained of the functions $x = x(t)$ and $y = y(t)$ are shown through two cycles in Figure 6.

It is evident from the table that the initial values of $x$ and $y$, namely 1 and 3 respectively, are not attained at $t=0$, but correspond to
$t = 0.62$. A linear translation of this value to the origin will correct this discrepancy. It is also observed that the derivative curves for $x$ and $y$ are readily computed from the original system of equations. The four curves, $y = y(t)$, $y' = y'(t)$, $x = x(t)$ and $x' = x'(t)$, are shown in Figure 7. These graphs were obtained from a solution of the system of equations by means of an analogue computer, but of course they can be readily computed numerically.
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5. A Generalization of Volterra's Problem

The problem which we have just studied is a special case of the following more general system:

\[
\begin{align*}
\frac{dx}{dt} &= F + Cx + Dy + Gx^2 + Hxy + Ky^2, \\
\frac{dy}{dt} &= E + Ax + By + Lx^2 + Mxy + Ny^2.
\end{align*}
\] (1)

Although the theoretical basis for the study of this equation will be given later in Chapter 11, some anticipation of those results will not be out of place here since they throw light upon the phenomena which we have presented.

In the first place, we have observed that the variations in the phase trajectory were referred to the point $(1,1)$. In the second place, the trajectory is a closed path and as a consequence the integral curves $x = x(t)$ and $y = y(t)$ are periodic. The motion may therefore be characterized as stable and periodic.
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Figure 7
We shall first impose upon system (1) the linear transformation:

\[ x = w + p, \quad y = z + q, \]  

(2)

from which we obtain the following:

\[ \frac{dw}{dt} = F + Cp + Dq + Gp^2 + Hpq + Kq^2 + (C + 2Gp + Hq)w + (D + Hp + 2Kq)z + Gw^2 + Hwz + Kz^2, \]

\[ \frac{dz}{dt} = E + Ap + Bq + Lp^2 + Mpq + Nq^2 + (A + 2Lp + Mq)w + (B + 2Np + Mq)z + Lw^2 + Mwz + Nz^2. \]

(3)

In general there will exist a set of four points, called the singular points of the system, which we shall denote by \( P_i = (p_i, q_i), \quad i = 1, 2, 3, 4. \) These are determined from the intersections of the following conics:

\[ Gp^2 + Hpq + Kq^2 + Cp + Dq + F = 0, \]

\[ Lp^2 + Mpq + Nq^2 + Ap + Bq + E = 0. \]

(4)

As we shall see later in Chapter 11, the character of the solution in the neighborhoods of these singular points is determined by the roots of the equation:

\[ \lambda^2 - (B' + C')\lambda + B'C' - A'D' = 0, \]  

(5)

where we abbreviate:

\[ A' = A + 2Lp + Mq, \quad B' = B + Mp + 2Nq, \]

\[ C' = C + 2Gp + Hq, \quad D' = D + Hp + 2Kq. \]  

(6)

If, in particular, the roots of (5) are pure imaginaries, then the corresponding singular point is called a vortex point. If certain additional criteria are satisfied by the coefficients, then the phase trajectories are closed paths and the motion is periodic.

In the case of the Volterra system, equations (1) of Section 4, we obtain the following degenerate conics from equations (4):

\[ -apq + ap = 0, \quad cpq - cq = 0, \]

which intersect in the points: \( P_1 = (0,0) \) and \( P_2 = (1,1). \)

The point \( P_2 \) is a vortex point, since (5) reduces to the equation: \( \lambda^2 + ac = 0. \) We have seen by direct analysis that the motion is cyclical about this point.
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6. The Hereditary Factor in the Problem of Growth

A natural extension of the problem of single-population growth which we discussed in Section 2 is found in the following integro-differential equation

\[
\frac{1}{y} \frac{dy}{dt} = a + by + \int_c^t K(t,s)y(s)ds.
\]  

This equation was suggested by Volterra as a device to take account of the "hereditary influences" which may exist in the problem of growth.

The introduction of such an inheritance factor in nonbiological phenomena was made by Volterra near the beginning of the present century. Unfortunately little progress has been made since then in the development of this attractive idea, although it has been used to a certain extent by mathematical economists. The name of "hereditary mechanics" was applied to it by E. Picard, who wrote as follows:

"In all this study (of classical mechanics) the laws which express our ideas on motion have been condensed into differential equations, that is to say, relations between variables and their derivatives. We must not forget that we have, in fact, formulated a principle of nonheredity, when we suppose that the future of a system depends at a given moment only on its actual state, or in a more general manner, if we regard the forces as depending also on velocities, that the future depends on the actual state and the infinitely neighboring state which precedes. This is a restrictive hypothesis and one which, in appearance at least, is contradicted by the facts. Examples are numerous where the future of a system seems to depend upon former states. Here we have heredity. In some complex cases one sees that it is necessary, perhaps, to abandon differential equations and consider functional equations in which there appear integrals taken from a distant time to the present, integrals which will be, in fact, this hereditary part. The proponents of classical mechanics, however, are able to pretend that heredity is only apparent and that it amounts merely to this, that we have fixed our attention upon too small a number of variables. But the situation is just as it was in the simpler one, only under conditions that are more complex."

The following example from Volterra † will help to clarify this idea. We know from elementary physics that the relation, to a first approximation, between the couple of torsion, \( P \), and the angle of torsion, \( W \), is given by the linear equation

\[
W = kP,
\]

where \( k \) is a physical constant.

---


It is reasonable to suppose, however, that $W$ does not depend merely upon the present moment of torsion, but upon all preceding ones as well. The elastic body has experienced fatigue from previous distortions and, in this way, has inherited, as it were, characteristics from the past.

To express this analytically, the hereditary part must be represented by an integral which sums the various contributions to the inherited characteristics from some initial time $t_0$ to the present time $t$. Thus we replace equation (2) by the integral equation

$$W(t) = kP(t) + \int_{t_0}^{t} K(t,s)P(s)ds,$$

where $K(t,s)$ is the coefficient of heredity.

Assuming that $W(t)$ and $P(t)$ are both periodic functions of the time with the same period, Volterra shows that the coefficient of heredity is then of the form

$$K(t,s) = K(t-s),$$

a kernel which Volterra characterizes as belonging to the class of the closed cycle.

The problem proposed by Volterra's integro-differential equation (1) is one of considerable difficulty, even when the kernel assumes the relatively simple form of the closed cycle. We shall, however, return to it in Chapter 13 and for several cases show how it, and its extension to two variables, give patterns which differ significantly from those which we have discussed in the preceding sections.

7. Curves of Pursuit

As we have said earlier, a second problem which may be formulated in terms of a nonlinear differential equation of second order and which exhibits some of the peculiar characteristics of such equations, is that of curves of pursuit. In Figure 8 we show two curves the first of which ($AB$) is traced by a point $P$ which moves in such a manner that its direction of motion is always toward a second point $P'$, which moves along the second curve ($CD$). The velocities of $P$ and $P'$ are usually assumed to be constant, although this is not a necessary assumption. The curve of pursuit is the arc $AB$ and the path of the pursued is the arc $CD$. The problem thus proposed is to construct $AB$, when $CD$ is given and the velocities of $P$ and $P'$ are known.

The simplest problem of this type is that for which the path of $P'$ is a straight line. A second, and much more difficult one, is that for which $CD$ is a circle. The point $P$ can be taken initially either inside or outside of the circle. This problem has been extensively studied.
Although, as we have said earlier, the problem of pursuit appears to have originated with Leonardo da Vinci, the interest of mathematicians was not awakened until 1732 when Pierre Bouguer (1698–1758), French hydrographer, published a paper in the *Memoires* of the *Histoire de l'Académie Royale des Sciences* under the title: "Sur de nouvelles courbes ausquelles on peut donner le nom de Lignes de Pursuite." In this paper Bouguer proposed and solved the problem: "To find the curve of pursuit, that is to say, the curve by which a vessel moves in pursuing another which flees along a straight line, supposing that the velocities of the two vessels are always in the same ratio."

A history of the problem was given in 1921 by R. C. Archibald and H. P. Manning from which the following notes are taken.* According to these authors the paper of Bouguer was followed in the same work by a shorter solution by P. L. M. de Maupertuis (1698–1759), originator of the principle of least action, who also proposed the problem: "The curve $CE$ being given, to find the curve $BM$, such that its tangents $ME$ cut upon the curve $CE$ arcs proportional to the arcs $BM$.

The first reference to the problem of pursuit, where the curve of the pursued is a circle, appears to have been in an anonymous article published in 1859 in the *Mathematical Monthly* (Vol. 1, p. 249), where the path of the pursuer is discussed for the case where the velocities are equal. No analysis is given. The problem was again proposed by H. Brocard (1845–1922), discoverer of the "Brocard circle", in *Nouvelle Correspondence Mathématique* (Vol. 3, 1877, p. 175). Since no solution was presented, he asked for the differential equation in *Mathesis* (Vol. 3, 1883, p. 232), and this was given by Keelhoff in 1886 in the same journal (Vol. 6, p. 135).

Various formulations of the problem appeared in the literature between 1886 and 1906. In that year L. Dunoyer presented an extensive

---
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exposition in *Nouvelle Annales de Mathématiques* (See Bibliography). Setting up the differential equation in convenient coordinates, he discussed its integration by means of methods based upon the general theory of Poincaré.

A. S. Hathaway in 1920 again proposed the problem in the *American Mathematical Monthly* (Vol. 27) as follows: "A dog at the center of a circular pond makes straight for a duck, which is swimming along the edge of a pond. If the rate of swimming of the dog is to the rate of swimming of the duck as $n:1$, determine the equation of the curve of pursuit and the distance the dog swims to catch the duck."

An extensive discussion of this problem was made by Hathaway himself the next year in the same journal and also by F. V. Morley. (See Bibliography.) The latter used graphical and numerical methods in obtaining the integral curve defined by the differential equation.

The original problem as proposed by Bouguer, namely, where the curve of the pursued is a straight line, is readily solved. It was included by George Boole in his *Differential Equations*, London, 1859, (4th ed., 1877, pp. 252–253).

8. Linear Pursuit

We shall now consider the problem of the curve of pursuit where the path of the pursued is a straight line. Let $P=(x,y)$ be a point on the curve of the pursuer and $P'=(\xi,\eta)$ a point on the path of the pursued. Let the curve traced by $P'$ be represented by the equation

$$f(\xi,\eta)=0.$$ (1)

Since the tangent through $P$ passes through $P'$, its equation can be written as follows:

$$\eta - y = \frac{dy}{dx}(\xi - x).$$ (2)

If we now assume that the ratio of the velocity of $P$ to the velocity of $P'$ is $k$, then we have $ds/dt = kds/dt$, that is, $ds = kds$, where $ds$ and $d\sigma$ are the elements of the arcs of the pursuer and the pursued respectively. We thus obtain the equation

$$dx^2 + dy^2 = k^2(d\xi^2 + d\eta^2);$$ (3)

or since $y$, $\xi$, and $\eta$ are functions of $x$, we can write (3) in the form:

$$1 + \left(\frac{dy}{dx}\right)^2 = k^2 \left(\left(\frac{d\xi}{dx}\right)^2 + \left(\frac{d\eta}{dx}\right)^2\right).$$ (4)
Two other equations are obtained by taking the derivatives of (1) and (2) with respect to \( x \). We thus get

\[
\frac{\partial f}{\partial \xi} \frac{d \xi}{dx} + \frac{\partial f}{\partial \eta} \frac{d \eta}{dx} = 0, \tag{5}
\]

\[
\frac{d \eta}{dx} = \frac{d^2 y}{dx^2} (\xi - x) + \frac{dy}{dx} \frac{d \xi}{dx}. \tag{6}
\]

We now have four equations, namely, (1), (2), (5), and (6), for the determination of \( d\xi/dx \) and \( d\eta/dx \) as functions of \( x, y, dy/dx, \) and \( d^2 y/dx^2 \). When these values are substituted in the right-hand member of equation (4), the differential equation of the curve of pursuit is obtained. It is clearly a nonlinear differential equation of second order.

As an example we shall now apply this theory to determine the curve of pursuit, where the pursued moves along a straight line. For convenience, let us assume that the path is along a line parallel to the \( y \)-axis and at a distance \( a \) from the origin as shown in Figure 9. Equation (1) then has the simple form

\[
\xi = a,
\]

and \( d\xi/dx = 0 \).
From equation (6) we get

\[ \frac{d\eta}{dx} = \frac{d^2y}{dx^2} (a-x); \]

and when this is substituted in equation (4), the following differential equation is obtained:

\[ 1 + \left( \frac{dy}{dx} \right)^2 = k^2 (a-x)^2 \left( \frac{d^2y}{dx^2} \right)^2. \]

If we now write: \( p = \frac{dy}{dx} \), this equation can be written:

\[ \frac{kd\rho}{\sqrt{1+p^2}} = \frac{dx}{a-x}, \]

from which we obtain by integration

\[ \frac{dy}{dx} = \frac{1}{2} \left[ c(a-x)^{-1/k} - \frac{1}{c} (a-x)^{1/k} \right], \quad (7) \]

where \( c \) is an arbitrary constant.

A second integration yields the equation

\[ y = \frac{1}{2} \left[ \frac{kc}{1-k} (a-x)^{-1/k} + \frac{k}{c(1+k)} (a-x)^{1+1/k} \right] + c', \quad (8) \]

where \( c' \) is arbitrary and \( k \neq 1 \).

Since both \( \frac{dy}{dx} \) and \( y \) are 0 when \( x=0 \), we find from (7) and (8) that

\[ c = a^{1/k}, \quad c' = k a/(k^2-1). \]

Hence we can write (8) as follows:

\[ y = \frac{ka}{k^2-1} + \frac{ka}{2(k^2-1)} \left[ (k-1) \left( 1 - \frac{x}{a} \right)^{1+1/k} - (k+1) \left( 1 - \frac{x}{a} \right)^{1-1/k} \right]. \quad (9) \]

If \( k=1 \), then the integration of (7) gives the following solution:

\[ y = \frac{a}{4} \left[ \left( 1 - \frac{x}{a} \right)^2 - \log \left( 1 - \frac{x}{a} \right)^2 - 1 \right]. \quad (10) \]

If \( k>1 \), then point \( P \) finally overtakes \( P' \), the point of capture being attained when \( x=a \). The value of \( y \) is thus found to equal \( ka/(k^2-1) \). When \( k=3/2, 2, \) and 3 successively, the corresponding ordinates of the capture point are respectively \( 6a/5, 2a/3, \) and \( 3a/8 \).
In Figure 9 the curves of pursuit are graphed for \( k = 1 \) and \( k = 3/2 \). The values of the ordinates for various values of \( x/a \) are given in the following table:

<table>
<thead>
<tr>
<th>( x/a )</th>
<th>( y/a )</th>
<th>( y/a )</th>
<th>( k = 1 )</th>
<th>( k = 3/2 )</th>
<th>( k = 1 )</th>
<th>( k = 3/2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.4</td>
<td>0.09541</td>
<td>0.06290</td>
<td>0.8</td>
</tr>
<tr>
<td>0.1</td>
<td>0.00518</td>
<td>0.00345</td>
<td>0.5</td>
<td>0.15907</td>
<td>0.10394</td>
<td>0.9</td>
</tr>
<tr>
<td>0.2</td>
<td>0.02157</td>
<td>0.01435</td>
<td>0.6</td>
<td>0.24815</td>
<td>0.15994</td>
<td>0.95</td>
</tr>
<tr>
<td>0.3</td>
<td>0.05084</td>
<td>0.03370</td>
<td>0.7</td>
<td>0.37449</td>
<td>0.23618</td>
<td>1.0</td>
</tr>
</tbody>
</table>

We have an interesting variation to the problem just given if the condition that the velocities of the two points are proportional to some constant \( k \) is replaced by the condition that the two points remain a fixed distance apart, let us say \( \alpha \). In this case the assumption that

\[
(\eta - y)^2 + (\zeta - x)^2 = \alpha^2,
\]

(11)
takes the place of the assumption: \( ds = k \, d\sigma \).

For the case of linear pursuit, as given above, we have from (2), where \( \zeta = \alpha \),

\[
(\eta - y)^2 = \left(\frac{dy}{dx}\right)^2 (\alpha - x)^2.
\]

When \( (\eta - y)^2 \) is eliminated between this equation and (11), we obtain the differential equation:

\[
\left(\frac{dy}{dx}\right)^2 = \frac{\alpha^2}{(\alpha - x)^2 - 1};
\]

(12)

which, upon integration, yields the solution

\[
y = -\sqrt{\alpha^2 - (\alpha - x)^2} + \alpha \log \left[ \frac{\alpha + \sqrt{\alpha^2 - (\alpha - x)^2}}{\alpha - x} \right] + C,
\]

(13)

where \( C \) is an arbitrary constant. Since \( y = 0 \), when \( x = 0 \), we find that \( C = 0 \).

Equation (13) can be reduced to the following form:

\[
y = -\alpha \sqrt{1 - \left(1 - x/\alpha\right)^2} + \alpha \sech^{-1}(1 - x/\alpha),
\]

(14)

which is recognized as the equation of the tractrix. The tractrix is defined to be the path of a weight which is dragged along a rough
horizontal plane by a taut string one end of which is attached to the weight and the other moves along a straight line.

9. Pursuit When the Path of the Pursued Is a Circle

Let us now consider the problem where the pursued, $P$, is moving with constant speed $v$ along a circle of radius $a$. Referring to Figure 10, let $Q$ be the position of the pursuer who moves with velocity $kv$, where $k$ is a positive constant. The constant $k$ can be less than, equal to, or greater than unity, and the point $Q$ can lie within, upon, or outside of the circle.
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Let us assume that pursuit starts at the point $P_0$ where $OX$ intersects the circle. Then, when $P$ has moved through an arc $\theta$, $Q$ will have moved through a distance: $s=ka\theta$. Let $PQ$ be the tangent to the curve of pursuit, and let $PQ$ make an angle $\omega$ with the line $OX$. Let $OP'$ be drawn perpendicular to $PQ$ and denote by $p$ the distance $OP'$. The line $OP'$ is extended to $M$ so that $OM=ka$. If $k>1$, then $M$ is outside of the circle; if $k=1$, $M$ is on the circle; and if $k<1$, then $M$ is inside of the circle.

Let us also denote the distance $PQ$ by $\rho$ and consider $\rho$ as positive when $Q$ is inside of the circle, but negative when $Q$ is outside of the circle. Finally, we shall denote by $\phi$ the angle $OPP'$ and by $\psi$ the angle $QMP'$.
The following relationships between the variables can now be verified from Figure 10:

(a) \(\omega = \phi + \theta\); (b) \(OP' = a \sin \phi\); (c) \(PP' = a \cos \phi\);

(d) \(P'M = |ka - a \sin \phi|\); (e) \(P'Q = a \cos \phi - \rho\);

(f) \(\tan \psi = \frac{P'Q}{P'M} = \frac{a \cos \phi - \rho}{|ka - a \sin \phi|}\). \(\tag{1}\)

It is clear that if we know \(\theta, \phi, \text{ and } \rho\) the point \(Q\) is determined. We shall now derive the differential relationships which exist between these three variables. To determine these let us first observe that the equation of the tangent \(PQ\) can be written as follows:

\[x \sin \omega - y \cos \omega = p = a \sin (\omega - \theta).\] \(\tag{2}\)

Similarly, the normal to the tangent through the point \(Q\) has the following equation:

\[x \cos \omega + y \sin \omega = a \cos (\omega - \theta) - \rho.\] \(\tag{3}\)

We shall now consider the following differentials:

\[\sin \omega \frac{dx}{dx} - \cos \omega \frac{dy}{dy} = 0,\] \(\tag{4}\)

\[\cos \omega \frac{dx}{dx} + \sin \omega \frac{dy}{dy} = k \alpha \theta.\] \(\tag{5}\)

The first of these is merely a statement of the fact that \(\frac{dy}{dx} = \tan \omega = \sin \omega / \cos \omega\). To establish (5), we observe that

\[ds = \left[1 + \left(\frac{dy}{dx}\right)^2\right]^{\frac{1}{2}} \cdot dx = (1 + \tan^2 \omega)^{\frac{1}{2}} \cdot dx = \sec \omega dx = k \alpha \theta,\]

\[ds = \left[1 + \left(\frac{dx}{dy}\right)^2\right]^{\frac{1}{2}} \cdot dy = (1 + \cot^2 \omega)^{\frac{1}{2}} \cdot dy = \csc \omega dy = k \alpha \theta.\]

Since \(dx = ka \cos \omega \theta\) and \(dy = ka \sin \omega \theta\), (5) is seen to follow as an immediate consequence.

Observing that \(\omega\) is a function of \(x\) and \(y\), we now form the differentials of equations (2) and (3) and thus obtain:

\[\sin \omega dx - \cos \omega dy + (x \cos \omega + y \sin \omega)d\omega = a \cos (\omega - \theta)(d\omega - d\theta),\] \(\tag{6}\)

\[\cos \omega dx + \sin \omega dy - (x \sin \omega - y \cos \omega)d\omega = -a \sin (\omega - \theta)(d\omega - d\theta) - d\rho.\] \(\tag{7}\)
Making use of (2), (3), (4), and (5), we reduce (6) and (7) to the following simpler forms:

\[ \rho \, d\omega = a \, \cos(\omega - \theta) \, d\theta, \]  
(8)

\[ k a d\theta = a \, \sin(\omega - \theta) \, d\theta - d\rho. \]  
(9)

Introducing the variable \( \phi = \omega - \theta \), we get

\[ \rho(d\phi + d\theta) = a \, \cos \phi \, d\theta, \]
\[ k a d\theta = a \, \sin \phi \, d\theta - d\rho, \]
equations which can now be written

\[ \rho \, \frac{d\phi}{d\theta} = a \, \cos \phi - \rho, \]  
(10)

\[ \frac{d\rho}{d\theta} = a \, \sin \phi - k a. \]  
(11)

These equations form a fundamental system, comparable to the system of the Volterra problem defined by (1) in Section 4. As in that problem, differential equations satisfied separately by \( \phi \) and \( \rho \) can be obtained without difficulty. If both equations are differentiated once, it will be found that the variables can be separated.

In the first case (the elimination of \( \rho \)), we obtain the equation:

\[ \cos \phi \, \frac{d^2\phi}{d\theta^2} + (3 \sin \phi - 2k) \, \frac{d\phi}{d\theta} + (2 \sin \phi - k) \left( \frac{d\phi}{d\theta} \right)^2 + \sin \phi - k = 0. \]  
(12)

If we make the transformation: \( y = \sin \phi \), \( \theta = x \), then this equation assumes the form:

\[ (1-y^2) \, \frac{d^2y}{dx^2} + (3y - 2k) \sqrt{1-y^2} \, \frac{dy}{dx} + (3y - k) \left( \frac{dy}{dx} \right)^2 + y - k = 0. \]  
(13)

In the second case (the elimination of \( \phi \)), the second equation is found to be

\[ \rho \, \frac{d^2\rho}{d\theta^2} + \rho \, \sqrt{\Delta - \Delta} = 0, \text{ where } \Delta = \alpha^2 - \left[ \left( \frac{d\rho}{d\theta} \right)^2 - k a \right]^2. \]  
(14)

These equations are obviously difficult to solve, but fortunately the interest in this problem is not in attaining values of \( \phi \) and \( \rho \) as functions of \( \theta \), but rather in the determination of the curve of pursuit itself. The differential equation of this curve, in terms of the vari-
ables $\rho$ and $\phi$, is obtained by dividing equation (11) by (10), from which we get:

$$
\frac{d\rho}{d\phi} = \rho \frac{a(\sin \phi - k)}{a \cos \phi - \rho}
$$

(15)

We thus see that the curve of pursuit is the phase trajectory of the system defined by equations (10) and (11). But simple as equation (15) appears to be, it presents unusual analytic difficulties. Its solution cannot be obtained in terms of elementary functions. In a later chapter of this book we shall return to it from a more advanced point of view after the proper analysis has been presented.

Fortunately, however, in the problem of pursuit we are able to surmount some of the difficulties in a very simple way, since the nature of the problem itself provides a means for obtaining graphically an approximation of the actual curve. This is illustrated in Figure 11. Equal increments are marked off on the curve of the pursued. A line is drawn from the initial point of the pursuer to the initial point
of the pursued, that is, from \( Q_0 \) to \( P_0 \). On this line a distance \( Q_0Q_1 = k(P_0P_1) \) is laid off. The line formed by all the increments thus obtained by a continuation of this process will form one bound to the desired curve of pursuit. In order to obtain a second bound the first increment is laid off on the line \( Q_0P_1 \), the second increment on the line \( Q_1P_2 \), etc. The curve of pursuit lies between these two bounds and the error in its construction clearly depends upon the size of the initial increments.

The complex nature of the problem of pursuit in a circle is shown in Figure 12, where in (a) the pursuer is initially at the center, and (b) where the pursuer starts outside of the circle at a radius distance from the pursued and on a line which connects both with the center. In each case \( k = \frac{r}{a} \). We see that the pursuer does not achieve a capture, but in each case the curve of pursuit is asymptotic to a circle of radius \( ka \), which is concentric with the circle of the pursued. This example thus presents us with a phenomenon, which is often present in nonlinear systems, namely, that of a fixed curve toward which the motion tends asymptotically. To such a curve Poincaré gave the name of limit cycle. We shall encounter other examples in later chapters.

10. Conditions of Capture

We shall now consider the problem presented by the question: When does the pursuer capture the pursued? Limiting our discussion to the case of circular pursuit, we shall now prove that the pursuer catches the pursued if \( k > 1 \), but that capture is not achieved if \( k \leq 1 \).*

For this proof, we make in equation (11) of Section 9 the transformation: \( ds = ka \, d\theta \) and thus obtain:

\[
ds = \frac{k}{\sin \phi - k} \, d\rho.
\]

Integrating from the initial arc length \( s_0 \), we then have

\[
s - s_0 = \int_{\rho_0}^{\rho} \frac{k}{\sin \phi - k} \, d\rho.
\]

(1)

If \( k \) is greater than 1, the integrand is continuous. By the theorem of mean value we can then write

\[
s - s_0 = \frac{k(\rho_0 - \rho)}{k - \sin \phi'},
\]

where \( \phi' \) is some value between 0 and \( \frac{1}{2} \pi \).

*In this proof we follow arguments given by A. S. Hathaway. (See Bibliography.)
From this equation we derive the inequality

\[ s - s_0 \leq \frac{k \rho_0}{k-1}. \]

Therefore, since the distance \( s \) that the pursuer can go from \( s_0 \) is less than a fixed value, the pursued must be captured.

If \( k \) is less than 1, the integrand of (1) becomes infinite when \( \sin \phi = k \). Since \( \phi \) varies between 0 and \( \frac{1}{2} \pi \), there will exist one value for which the infinite value is attained. That the order of the infinity of the integrand is at least as great as 1, is shown from the derivative

\[
\frac{d^2 \rho}{ds^2} = \frac{\cos \phi}{k} \frac{d\phi}{ds} = \frac{\cos \phi}{k} \frac{d\phi}{d\rho} \frac{d\rho}{ds} = \frac{\cos \phi (\cos \phi - \rho)}{k^2},
\]

which remains finite when \( \sin \phi = k \).

It follows from this that the integral (1) is infinite. Hence, when \( k < 1 \), \( s - s_0 \) is infinite and there is no capture.

If \( k = 1 \), we consider the inequality

\[ s - s_0 \geq \frac{\rho_0 - \rho}{1 - \sin \phi_0}, \]

where \( \phi_0 \) is an initial value corresponding to \( \rho_0 \). The inequality is seen to hold for all values of \( s \) except \( s_0 \), since the integrand of (1) has been replaced by its smallest value.

Let us now make the assumption that capture takes place in a finite distance. As \( s \) approaches the capture point, \( \rho \to 0 \) and the inequality becomes

\[ s - s_0 \geq \frac{\rho_0}{1 - \sin \phi_0}. \]

But we have

\[ \frac{\rho_0}{1 - \sin \phi_0} = \frac{a \cos \phi_0}{1 - \sin \phi_0} \frac{a \cos \phi_0 - \rho_0}{1 - \sin \phi_0} = \frac{a(1 + \sin \phi_0)}{\cos \phi_0} = a \tan \psi_0, \quad (2) \]

where \( \tan \psi \) is the angle \( QMP' \) of Figure 10. In this case, when \( k = 1, M \) lies on the circle and moves toward \( P \) as its limiting position.

If we assume that \( s - s_0 \) is finite, we can choose the initial point \( (\rho_0, \psi_0) \) as near to the pursued as we wish. But under these conditions \( \psi \to 0 \) and \( \phi \to \frac{1}{2} \pi \), and the assumption that \( s - s_0 \) remains finite is seen to be contradicted from (2). Hence, it follows that there is no capture.
11. General Pursuit Curve

It is evident from the discussion given above of the two special cases of pursuit, namely, where the path of the pursued is either a straight line or a circle, that the general problem is one of great analytical difficulty. The differential equation which determines the path of the pursuer, if it can be explicitly determined, is a nonlinear equation of second order. That these analytical difficulties are inherent in the problem is readily seen from the existence of double points and nodal points in pursuit paths derived from relatively simple paths taken by the pursued. It is also readily observed that these singularities are functionally connected with the initial points from which pursued and pursuer start.

Under these circumstances, we see that the problem for general pursuit is most readily solved by the graphical method described above in Section 9. We first trace the curve of the pursued. This curve can be defined in any convenient set of coordinates, usually Cartesian or polar, denoted, let us say, by $\xi, \eta$. The curve is then represented by the equation:

$$f(\xi, \eta) = 0,$$  \hspace{1cm} (1)

as in Section 8.

Upon this curve an initial point, $P_0$, is chosen from which the pursuit starts. Another point, $Q_0$, is similarly designated for the initial position of the pursuer. Two conditions are now imposed: (a) that the pursuer always moves toward the pursued, and (b) that the distance from $P_0$ to the pursued measured along the curve defined by (1) is a fixed ratio of the distance of the pursuer from $Q_0$ as measured along the curve of pursuit. Now, using the graphical technique described in Section 9, the curve of pursuit is traced.
To illustrate the curious patterns thus obtained two examples are given. In Figure 13 the curve of the pursued is the parabola: $y^2 = 4x$, the initial point being the origin of coordinates. Two pursuers $A$ and $B$ start respectively at the positions $(0,4)$ and $(1,0)$. All speeds are equal. It is seen that both curves of pursuit become asymptotic to the parabola and no capture is achieved. The effect

![Diagram showing pursuit curve with parabolic path](https://example.com/diagram.png)

**Figure 13.** Pursuit curve in which the path of the pursued is the parabola: $y^2 = 4x$. The ratio of the speeds $(k)$ is 1.
of the choice of different origins of pursuit is shown in the lead which one pursuer gains over the other.

In the second example, Figure 14, the curve of the pursued is the spiral: $\rho = 10 \theta$ and the origin is at the point $(0,0)$. Even though the pursuer starts at the advantageous point where the curve of the pursued crosses the $Y$-axis, and thus need not move at all to achieve capture, the curve of pursuit never again touches that of the pursued, but is asymptotic to it, when the ratio of velocities ($k$) is 1. If $k$ is greater than 1, the pursued is captured, but if $k$ is less than 1, the curve of pursuit finally becomes asymptotic to the spiral $\rho = 10k \theta$.

![Figure 14](image)

**Figure 14.—Pursuit curve in which the path of the pursued ($A$) is the spiral: $\rho = 10 \theta$. The initial point of ($A$) is $P_0$. The path of the pursuer begins at $Q_0$. The ratio of the speeds ($k$) is 1.**
Chapter 6

Elliptic Integrals, Elliptic Functions, and Theta Functions

1. Introduction

One cannot proceed very far in the theory of nonlinear equations before he encounters solutions that are expressed in terms of elliptic integrals or elliptic functions. Elliptic integrals are the natural generalizations of the inverse circular functions and elliptic functions are similar generalizations of the direct circular functions. In order to understand this relationship, let us consider the following nonlinear equation:

\[
\left( \frac{dy}{dx} \right)^2 = a + by + cy^2. \tag{1}
\]

If the discriminant: \( \Delta = b^2 - 4ac \), is a positive number, then the solution of equation (1) is expressed in terms of the circular sine, and if \( \Delta \) is a negative number, the solution is expressed in terms of the hyperbolic sine. Explicitly we have for the two cases the following solutions:

\[
y = -\frac{\sqrt{\Delta}}{2c} \sin \left( \sqrt{\frac{-c}{x+p}} \frac{b}{2c} \right), \quad c < 0,
\]
\[
y = \frac{\sqrt{-\Delta}}{2c} \sinh \left( \sqrt{\frac{c}{x+p}} \frac{b}{2c} \right), \quad c > 0. \tag{2}
\]

The natural generalization of equation (1) is the following nonlinear equation:

\[
\left( \frac{dy}{dx} \right)^2 = a + by + cy^2 + dy^3 + ey^4, \tag{3}
\]

which introduces the elliptic functions in its solution.

If the roots of the quartic equation

\[
a + by + cy^2 + dy^3 + ey^4 = 0, \tag{4}
\]

are denoted by \( \alpha, \beta, \gamma, \delta \), then equation (3) can be written in the form:

\[
\left( \frac{dy}{dx} \right)^2 = e(y - \alpha)(y - \beta)(y - \gamma)(y - \delta). \tag{5}
\]
If, in particular, \( e=k^2 \) and if the roots are respectively 1, \(-1\), \(1/k\), and \(-1/k\), then we have the canonical form

\[
\left( \frac{dy}{dx} \right)^2 = (1-y^2)(1-k^2y^2). \tag{6}
\]

In this case, if \( y(0)=0 \) and \( y'(0)=1 \), the particular solution of the equation is the function \( y=\text{sn}(x,k) \), where \( \text{sn}(x,k) \) is the elliptic sine of Jacobi, which we shall examine in detail later.

The following differential equation of second order:

\[
\frac{d^2y}{dx^2} = A + By + Cy^2 + Dy^3, \tag{7}
\]

is also solved by means of elliptic functions. To show this we differentiate equation (3) and thus obtain

\[
2y'y'' = by' + 2cyy' + 3dy'y^2 + 4ey'y^3,
\]

which reduces to (7) when the factor \( y' \) is removed and the constants are properly equated.

It will appear later that the following differential equations are also solved in terms of elliptic integrals:

\[
\left( \frac{dy}{dx} \right)^2 = \frac{1-y^2}{1-k^2y^2}. \tag{8}
\]

\[
\left( \frac{dy}{dx} \right)^2 = (1+ny^2)(1-y^2)(1-k^2y^2). \tag{9}
\]

If we take derivatives of both sides of equation (8) and reduce the resulting equation, we find that it is equivalent to the following:

\[
(1-k^2y^2) \frac{d^2y}{dx^2} - k^2y \left( \frac{dy}{dx} \right)^2 + y = 0. \tag{10}
\]

Finally, if we make the transformation: \( y=\sin \theta \), in equations (6) and (8), we obtain the following equivalent equations respectively:

\[
\left( \frac{d\theta}{dx} \right)^2 = 1 - k^2 \sin^2 \theta, \tag{11}
\]

\[
\left( \frac{d\theta}{dx} \right)^2 = \frac{1}{1-k^2 \sin^2 \theta}. \tag{12}
\]
2. Elliptic Integrals

By an *elliptic integral* of the first kind we shall mean the function

\[ F(x, k) = \int_0^x \frac{dx}{\sqrt{(1-x^2)(1-k^2x^2)}}, \quad k^2 < 1, \]  

or its equivalent,

\[ F(\phi, k) = \int_0^\phi \frac{d\theta}{\sqrt{1-k^2 \sin^2 \theta}}, \quad k^2 < 1, \]

where \( x \) in the first form is connected with \( \phi \) in the second form by means of the equation

\[ x = \sin \phi. \]

The parameter \( k \) is called the *modulus* of the elliptic integral and the quantity \( k' \), defined by the equation: \( k'^2 = 1 - k^2 \), is called the *complementary modulus* with respect to \( k \). It is often convenient to write

\[ k = \sin \alpha, \]

in which case we have: \( k' = \cos \alpha \).

The quantity,

\[ K = F(1, k) = F\left(\frac{1}{2} \pi, k\right), \]

is called the *complete elliptic integral of first kind*, and the quantity,

\[ K' = F(1, k') = F\left(\frac{1}{2} \pi, k'\right), \]

is called the *complementary complete integral of first kind*.

By an *elliptic integral of second kind* we shall mean the function

\[ E(x, k) = \int_0^x \sqrt{\frac{1-k^2x^2}{1-x^2}} \, dx, \quad k^2 < 1, \]

or its equivalent

\[ E(\phi, k) = \int_0^\phi \sqrt{1-k^2 \sin^2 \theta} \, d\theta, \quad k^2 < 1, \]

where, as in the first case, \( x \) and \( \phi \) are connected by means of equation (3).
The functions,
\[ E = E(1, k) = E \left( \frac{1}{2} \pi, k \right), \]  
(9)
\[ E' = E(1, k') = E \left( \frac{1}{2} \pi, k' \right), \]  
(10)
where \( k'^2 = 1 - k^2 \), are called respectively the complete and the complementary complete elliptic integrals of second kind.

By an elliptic integral of third kind we mean the function
\[ \Pi(x, n, k) = \int_0^x \frac{dx}{(1 + nx^2)\sqrt{(1 - x^2)(1 - k^2x^2)}}, \quad k^2 < 1, \]  
(11)
or its equivalent form
\[ \Pi(\phi, n, k) = \int_0^\phi \frac{d\theta}{(1 + n \sin^2 \theta)\sqrt{1 - k^2 \sin^2 \theta}}, \quad k^2 < 1, \]  
(12)
where, as before, \( x \) and \( \phi \) are connected by \( x = \sin \phi \).

In some problems, such, for example, as the rectification of the hyperbola, one requires the value of the integral
\[ s = \int_0^x \sqrt{\frac{1 + Ax^2}{1 + Bx^2}} dx, \text{ where } A > B > 0. \]  
(13)
This integral can be expressed in terms of both \( F \) and \( E \) as follows:
\[ s = \frac{1}{\sqrt{A}} F[\phi, \sqrt{(A-B)/A}] - \frac{\sqrt{A}}{B} E[\phi, \sqrt{(A-B)/A}] + \frac{\sqrt{A}}{B} \tan \phi \Delta \phi, \]  
(14)
where we abbreviate:
\[ \tan \phi = \sqrt{A}x \text{ and } \Delta \phi = \sqrt{1 - [(A-B)/A] \sin^2 \phi}. \]

**PROBLEMS**

1. Show that the length of an arc of the ellipse: \( b^2x^2 + a^2y^2 = a^2b^2 \), measured from the end of the minor axis, is \( aE(\phi, \epsilon) \), where \( \epsilon \) is the eccentricity.

2. Show that the length of the arc of the hyperbola: \( b^2x^2 - a^2y^2 = a^2b^2 \), measured from any point \((x, y)\), is given by
\[ s = \frac{b^2}{a} F(\phi, 1/\epsilon) - a\epsilon E(\phi, 1/\epsilon) + a\epsilon \tan \phi \Delta \phi, \]  
(15)
where \( \tan \phi = aey/b^2 \), \( \Delta \phi = \sqrt{1 - \sin^2 \phi/\epsilon^2} \) and \( \epsilon \) is the eccentricity.

3. Show that the length of the arc of the lemniscate: \( \rho^2 = a^2 \cos 2\theta \), measured from its vertex to any point \((\rho, 0)\), is given by
\[ s = \frac{1}{2} \sqrt{2a} F \left( \frac{\sqrt{2}}{2}, \phi \right), \]  
(16)
where \( \sin^2 \phi = 2 \sin^2 \theta \).
4. Show that when \( y = \sin \frac{1}{2}z \), the equation \( z'' + k^2 \sin z = 0 \), is transformed into the following:

\[
y'' = ay + by^3.
\]

5. Given the transformation:

\[
z^2 = \left( \frac{\beta - \delta}{\alpha - \delta} \right) \left( \frac{x - \alpha}{x - \beta} \right), \quad k^2 = \left( \frac{\beta - \gamma}{\alpha - \gamma} \right) \left( \frac{\alpha - \delta}{\beta - \delta} \right),
\]

establish the following identity:

\[
\frac{dz}{\sqrt{(1 - z^2)(1 - k^2z^2)}} = \frac{1}{2} \sqrt{(\beta - \delta)(\alpha - \gamma)} \left[ \frac{dx}{\sqrt{(x - \alpha)(x - \beta)(x - \gamma)(x - \delta)}} \right].
\]

6. Given the transformation:

\[
z^2 = \frac{\alpha - \gamma}{y - \gamma}, \quad k^2 = \frac{\beta - \gamma}{\alpha - \gamma},
\]

prove the following:

\[
\frac{dz}{\sqrt{(1 - z^2)(1 - k^2z^2)}} = -\frac{1}{2} \sqrt{(\alpha - \gamma)} \left[ \frac{dy}{\sqrt{(y - \alpha)(y - \beta)(y - \gamma)}} \right].
\]

3. Expansions of the Complete Elliptic Integrals of First and Second Kinds

For convenience we introduce the notation

\[
\Delta \theta = \sqrt{1 - k^2 \sin^2 \theta}.
\]

Since the reciprocal of \( \Delta \theta \) is the integrand of the integral which defines \( F(\phi, k) \), we first obtain the following expansion:

\[
\frac{1}{\Delta(\theta)} = 1 + \frac{1}{2} k^2 \sin^2 \theta + \frac{1.3}{2.4} k^4 \sin^4 \theta + \frac{1.3.5}{2.4.6} k^6 \sin^6 \theta + \cdots
\]

(2)

Integrating this series term by term and observing the integral

\[
\int_0^{1 \pi} \sin^{2n} \theta d\theta = \frac{1.3.5 \cdots (2n-1)}{2.4.6 \cdots 2n} \frac{\pi}{2^n}
\]

(3)

we obtain the following expansion for \( K = F\left( \frac{1}{2} \pi, k \right) \):

\[
K = \frac{1}{2} \pi \left[ 1 + \left( \frac{1}{2} \right)^2 k^2 + \left( \frac{1.3}{2.4} \right)^2 k^4 + \left( \frac{1.3.5}{2.4.6} \right)^2 k^6 + \cdots + \left( \frac{(2n)!}{2^n (n!)^2} \right)^2 k^{2n} + \cdots \right]
\]

(4)
Similarly, if we expand \( \Delta(\theta) \) and integrate the resulting series term by term, we obtain the following expansion for \( E = E \left( \frac{1}{2} \pi, k \right) \):

\[
E = \frac{1}{2} \pi \left[ 1 - \left( \frac{1}{2} \right)^2 k^2 - \left( \frac{1}{2 \cdot 4} \right)^2 k^4 - \left( \frac{1}{2 \cdot 4 \cdot 6} \right)^2 k^6 - \cdots - \left( \frac{\text{numerator}}{\text{denominator}} \right)^2 \right] \frac{k^{2n}}{(2n-1)} \cdots \quad (5)
\]

In both expansions (4) and (5), \( k^2 < 1 \).

If we introduce the customary notation of the hypergeometric function,

\[
F(\alpha, \beta, \gamma; x) = 1 + \frac{\alpha \beta}{1 \cdot \gamma} x + \frac{\alpha(\alpha+1)\beta(\beta+1)}{1 \cdot 2 \cdot \gamma(\gamma+1)} x^2 + \cdots,
\]

which satisfies the differential equation,

\[
x(1-x) \frac{d^2 y}{dx^2} + [\gamma - (\alpha + \beta + 1)x] \frac{dy}{dx} - \alpha \beta y = 0,
\]

then \( K \) and \( E \) can be expressed as follows:

\[
K = \frac{1}{2} \pi F \left( \frac{1}{2}, \frac{1}{2}; 1; k^2 \right), \quad E = \frac{1}{2} \pi F \left( \frac{1}{2}, -\frac{1}{2}; 1; k^2 \right).
\]

(8)

The expansions of the complementary integrals \( K' \) and \( E' \) are given as follows:

\[
K' = \log \left( \frac{4}{k} \right) + \left( \frac{1}{2} \right)^2 k^2 \left[ \log \left( \frac{4}{k} \right) - 1 \right] + \left( \frac{1}{2 \cdot 4} \right)^2 k^4 \left[ \log \left( \frac{4}{k} \right) - 1 - \frac{2}{3} \right] + \cdots,
\]

(9)

\[
E' = 1 + \left( \frac{1}{2} \right) k^2 \left[ \log \left( \frac{4}{k} \right) - \frac{1}{1 \cdot 2} \right] + \left( \frac{1}{2} \right)^2 \frac{3}{4} k^4 \left[ \log \left( \frac{4}{k} \right) - \frac{2}{1 \cdot 2} - \frac{1}{3} \right] + \cdots.
\]

(10)

The quantities \( K \) and \( E \), as functions of \( k \), are connected by means of the following equations:

\[
\frac{dE}{dk} = \frac{1}{k} (E - K), \quad \frac{dK}{dk} = -\frac{1}{k \cdot k'^2} (E - k'^2 K).
\]

(11)

The four functions, \( K, K', E \) and \( E' \), satisfy the following remarkable identity originally due to Legendre:

\[
K E' + K' E - K K' = \frac{1}{2} \pi.
\]

(12)
PROBLEMS

1. Derive the first equation in (11) by differentiating: \( E = \int_0^{\pi/2} (1 - k^2 \sin^2 \theta)^{1/2} d\theta \)
with respect to \( k \).

2. Derive the following formulas:
\[
\frac{dE'}{dk} = \frac{k}{k'^2} (K' - E'), \quad \frac{dK'}{dk} = \frac{1}{k \cdot k'^2} (k^2 K' - E').
\] (13)

3. Show that \( K E' + K' E - K K' \) is a constant by differentiating with respect to \( k \).

4. Prove that \( K \) and \( K' \) are solutions of the following equation:
\[
k(1-k^2) \frac{d^2u}{dk^2} + (1-3k^2) \frac{du}{dk} - ku = 0.
\] (14)

5. Prove that \( E \) and \( E' - K' \) are solutions of the equation:
\[
(1-k^2) \frac{d}{dk} \left( k \frac{du}{dk} \right) + ku = 0.
\] (15)

6. Show that the general solution of the Riccati
\[
\frac{dy}{dk} + y^2 [k(1-k^2)] = k,
\] (16)
is the function:
\[
y = [c(E - k^2 K) + c'(k^2 K' - E')]/[cK + c' K'],
\] (17)
where \( c \) and \( c' \) are arbitrary constants.

7. Show that the function
\[
y = [c(E - K) + c' E']/[cE + c'(E' - K')],
\] (18)
where \( c \) and \( c' \) are arbitrary constants, is the general solution of the Riccati
\[
\frac{dy}{dk} + y^2/k + k/(1-k^2) = 0.
\] (19)

4. Expansions of the Elliptic Integrals of First and Second Kinds

The functions \( F(\phi, k) \) and \( E(\phi, k) \) can be expanded in terms of \( K \) and \( E \) and functions of \( \sin \phi \) and \( \cos \phi \). To obtain such expansions we define \( S_{2n}(\phi) \) as follows:
\[
S_{2n}(\phi) = \int_0^\phi \sin^{2n} \theta d\theta,
\] (1)
and observe the values:
\[
S_0(\phi) = \phi,
\]
\[
S_2(\phi) = \frac{1}{2} \phi - \frac{1}{2} \sin \phi \cos \phi,
\]
\[
S_4(\phi) = \frac{3}{8} \phi - \frac{1}{8} \sin \phi \cos \phi (3 + 2 \sin^2 \phi),
\]
\[
S_6(\phi) = \frac{5}{16} \phi - \frac{1}{48} \sin \phi \cos \phi (15 + 10 \sin^2 \phi + 8 \sin^4 \phi).
\] (2)
Functions of higher order can be computed by means of the iterative formula:

\[ S_{2n}(\phi) = -\frac{1}{2n} \sin^{2n-1} \phi \cos \phi + \frac{2n-1}{2n} S_{2n-2}(\phi). \]  (3)

When the series expansion of \( 1/\Delta(\theta) \) given by (2) of Section 3 is integrated term by term between \( \theta = 0 \) and \( \theta = \phi \), we obtain:

\[ F(\phi, k) = S_0(\phi) + \frac{1}{2} k^2 S_2(\phi) + \frac{1 \cdot 3}{2 \cdot 4} k^4 S_4(\phi) + \frac{1 \cdot 3 \cdot 5}{2 \cdot 4 \cdot 6} k^6 S_6(\phi) + \ldots. \]  (4)

When the explicit values of \( S_{2n}(\phi) \) are substituted, the following series results:

\[ F(\phi, k) = \frac{2K}{\pi} \phi - \sin \phi \cos \phi \left( \frac{1 \cdot 1}{2 \cdot 2} k^2 + \frac{1 \cdot 3}{2 \cdot 4} A_4 k^4 + \frac{1 \cdot 3 \cdot 5}{2 \cdot 4 \cdot 6} A_6 k^6 \right. \\
\left. + \frac{1 \cdot 3 \cdot 5 \cdot 7}{2 \cdot 4 \cdot 6 \cdot 8} A_8 k^8 + \ldots + \frac{(2n)!}{2^{2n}(n!)^2} A_{2n} k^{2n} + \ldots \right), \]  (5)

where the coefficients \( A_{2n} \) have the following values:

\[ A_4 = \frac{1}{4} \sin^2 \phi + \frac{3}{4 \cdot 2}, \]
\[ A_6 = \frac{1}{6} \sin^4 \phi + \frac{5}{6 \cdot 4} \sin^2 \phi + \frac{5 \cdot 3}{6 \cdot 4 \cdot 2}, \]
\[ A_8 = \frac{1}{8} \sin^6 \phi + \frac{7}{8 \cdot 6} \sin^4 \phi + \frac{7 \cdot 5}{8 \cdot 6 \cdot 4} \sin^2 \phi + \frac{7 \cdot 5 \cdot 3}{8 \cdot 6 \cdot 4 \cdot 2}, \]
\[ A_{10} = \frac{1}{10} \sin^8 \phi + \frac{9}{10 \cdot 8} \sin^6 \phi + \frac{9 \cdot 7}{10 \cdot 8 \cdot 6} \sin^4 \phi + \frac{9 \cdot 7 \cdot 5}{10 \cdot 8 \cdot 6 \cdot 4} \sin^2 \phi + \frac{9 \cdot 7 \cdot 5 \cdot 3}{10 \cdot 8 \cdot 6 \cdot 4 \cdot 2}. \]  (6)

The expansion of \( E(\phi, k) \) is similarly accomplished and we obtain

\[ E(\phi, k) = \frac{2E}{\pi} \phi - \sin \phi \cos \phi \left( \frac{1}{2 \cdot 2} k^2 + \frac{1}{2 \cdot 4} A_4 k^4 + \frac{1 \cdot 3}{2 \cdot 4 \cdot 6} A_6 k^6 \right. \\
\left. + \frac{1 \cdot 3 \cdot 5}{2 \cdot 4 \cdot 6 \cdot 8} A_8 k^8 + \ldots + \frac{(2n)!}{2^{2n}(n!)^2 (2n-1)} A_{2n} k^{2n} + \ldots \right), \]  (7)

where \( A_4, A_6, \text{ etc.} \), are defined as above.
5. Differential Equations Satisfied by the Complete Elliptic Integrals

The complete elliptic integrals $K$, $K'$ and $E$, $E'$, regarded as functions of the parameter $k$, can be shown to furnish solutions of certain linear differential equations. The derivation of these equations follows readily from equations (11) and (13) of Section 3 and proofs will be omitted.

Thus the differential equation

$$L(Y) = (1-k^2) \frac{d^2Y}{dk^2} + \frac{1-3k^2}{k} \frac{dY}{dk} - Y = 0,$$

has for solutions the functions $K$ and $K'$.

Similarly, the differential equation

$$M(Z) = (1-k^2) \frac{d^2Z}{dk^2} + \frac{1-k^2}{k} \frac{dZ}{dk} + Z = 0,$$

has for solutions $E$ and $E'$.

Nonhomogeneous linear differential equations of second order are also readily constructed for which $F(\phi,k)$ and $E(\phi,k)$, regarded as functions of $k$, provide particular integrals. Thus, let us define the function

$$G(\phi,k) = \frac{\sin \phi \cos \phi}{\Delta^3(\phi)},$$

and write the differential equation:

$$L(Y) = -G(\phi,k).$$

This equation has the solution: $Y = F(\phi,k) + AK + BK'$, where $A$ and $B$ are arbitrary constants.

Similarly, the equation

$$M(Z) = G(\phi,k),$$

has the solution: $Z = E(\phi,k) + AE + BE'$.

6. The Computation and Tables of Elliptic Integrals

The computation of elliptic integrals is in general most easily accomplished by means of what are called Landen's transformations after their originator J. Landen (1719-90).*

---

The transformation for the elliptic integral of first kind is given in the following form:

\[ F(\phi, k) = k_n \sqrt{(k_1 \cdot k_2 \cdot k_3 \ldots \cdot k_{n-1})/k} F(\phi_n, k_n), \] (1)

where we use the abbreviations:

\[ k_0 = k, \quad k_p = \frac{2\sqrt{k_{p-1}}}{1 + k_{p-1}}, \quad \phi_0 = \phi, \quad \sin (2\phi_p - \phi_{p-1}) = k_{p-1} \sin \phi_{p-1}. \] (2)

If \( k \) is less than 1, then \( k_n \to 1 \) as \( n \to \infty \). This may be proved from the following equality:

\[ 1 - k_{n+1} = \rho_n (1 - k_n), \] (3)

where we have

\[ \rho_n = \frac{1 - \sqrt{k_n}}{1 + \sqrt{k_n}} \cdot \frac{1}{1 + k_n}. \] (4)

It is evident that \( \rho_n \) is always less than 1. Therefore, if \( k_0 = k \) is less than 1, we shall have: \( 1 - k_1 = \rho_0 (1 - k) < 1 \), \( 1 - k_2 = \rho_1 (1 - k) = \rho_0 \rho_1 (1 - k) < 1 \), and thus

\[ 1 - k_n = \rho_0 \rho_1 \rho_2 \ldots \rho_{n-1} (1 - k), \] (5)

which approaches zero as \( n \to \infty \).

As \( k_n \) diminishes, one can show from (2) that \( \phi_n \) also diminishes, but approaches a limit different from zero, let us say \( \Phi \). Thus, for the limiting value of \( F(\phi_n, k_n) \) in (1) we shall have

\[ \lim_{n \to \infty} F(\phi_n, k_n) = F(\Phi, 1) = \int_0^\Phi \frac{d\phi}{\sqrt{1 - \sin^2 \phi}} = \log \tan \left( \frac{1}{4} \pi + \frac{1}{2} \Phi \right). \] (6)

Formula (1) thus assumes the following useful form:

\[ F(\phi, k) = \sqrt{(k_1 \cdot k_2 \cdot k_3 \ldots)} / k \log \tan \left( \frac{1}{4} \pi + \frac{1}{2} \Phi \right). \] (7)

The above form of the transformation can be used effectively in computing the value of \( F(\phi, k) \) provided \( k \) is sufficiently large, that is to say, when \( k \) is close to 1. In the contrary case, when \( k \) is small, the following form of the transformation is more useful since the convergence is more rapid:

\[ F(\phi, k) = (1 + K_1)(1 + K_2) \ldots (1 + K_n) F(\Phi_n, K_n)/2^n, \] (8)
where we employ the abbreviations:

\[ K_0 = k, \quad K_p = \frac{1 - \sqrt{1 - K_p^2}}{1 + \sqrt{1 - K_p^2}}, \quad \Phi_0 = \phi, \quad \tan (\Phi_p - \Phi_{p-1}) = \sqrt{1 - K_p^2} \tan \Phi_{p-1}. \]

(9)

Since in the limit, \( K_n \to 0 \), we have

\[ \lim_{n \to \infty} F(\Phi_n, K_n) = F(\Phi, 0) = \int_0^\Phi d\phi = \Phi; \]

(10)

and thus formula (8) becomes

\[ F(\phi, k) = \lim_{n \to \infty} (1 + K_1)(1 + K_2) \ldots (1 + K_n) \Phi / 2^n. \]

(11)

Similar formulas hold for the elliptic integral of second kind:

\[ E(\phi, k) = F(\phi, k) \left[ 1 + k \left( 1 + \frac{2}{k_1} + \frac{2^2}{k_1 k_2} + \ldots + \frac{2^{n-1}}{k_1 k_2 \ldots k_{n-1}} \right) - \frac{2^n}{k_1 k_2 \ldots k_{n-1}} \right] \]

\[ - k \left[ \sin \phi + \frac{2}{\sqrt{k}} \sin \phi_1 + \frac{2^2}{\sqrt{k}} \sin \phi_2 + \ldots + \frac{2^{n-1}}{\sqrt{k}} \sin \phi_{n-1} \right. \]

\[ \left. + \frac{2^n}{\sqrt{k}} \sin \phi_n \right] \quad \text{for } k \geq 1, \quad \text{and} \quad \text{for } k < 1 \]

(12)

where we employ the abbreviations given in (2).

Formula (12) is useful for computation when \( k \) is close to 1; in the contrary case, when \( k \) is small, the following series converges more rapidly:

\[ E(\phi, k) = F(\phi, k) \left[ 1 - \frac{1}{2} k^2 \left( 1 + \frac{1}{2} K_1 + \frac{1}{2^2} K_1 K_2 + \frac{1}{2^3} K_1 K_2 K_3 + \ldots \right) \right] \]

\[ + k \left( \frac{1}{2} \sqrt{K_1} \sin \phi_1 + \frac{1}{2^2} \sqrt{K_1 K_2} \sin \phi_2 + \frac{1}{2^3} \sqrt{K_1 K_2 K_3} \sin \phi_3 + \ldots \right) \]

(13)

where we use the same abbreviations as in (9).

The complete integrals \( K \) and \( E \) can be computed from the following series, derived respectively from (8) and (13):

\[ K = F \left( \frac{1}{2} \pi, k \right) = \frac{\pi}{2} (1 + K_1)(1 + K_2)(1 + K_3) \ldots, \]

(14)

\[ E = E \left( \frac{1}{2} \pi, k \right) = F \left( \frac{1}{2} \pi, k \right) \left[ 1 - \frac{1}{2} k^2 \left( 1 + \frac{1}{2} K_1 \right. \right. \]

\[ \left. + \frac{1}{2^2} K_1 K_2 + \frac{1}{2^3} K_1 K_2 K_3 + \ldots \right) \right]. \]

(15)
Extensive computations of the elliptic integrals are found in the classical tables of A. M. Legendre (1752–1833), which appeared in Volume 2 of his *Traité des fonctions elliptiques et des intégrales Eulériennes avec tables pour en faciliter le calcul numériques*, published in Paris in three volumes between 1825 and 1828. These tables include 9 or 10 place values of $F(\phi, \alpha)$ and $E(\phi, \alpha), k = \sin \alpha$, at intervals of $1^\circ$ for both values. In addition, tables are provided for $F\left(\phi, \frac{1}{4}\pi\right)$ and $E\left(\phi, \frac{1}{4}\pi\right)$ to 12 decimal places for $\phi$ between $0^\circ$ and $90^\circ$ at intervals of $\frac{1^\circ}{2}$ and for $\log_{10} F\left(\phi, \frac{1}{4}\pi\right)$ and $\log E\left(\phi, \frac{1}{4}\pi\right)$ to 12 decimal places for $\phi$ between $0^\circ$ and $90^\circ$ at intervals of $0.1^\circ$.

Numerous other tables of elliptic integrals have been computed, descriptions of which will be found in *An Index of Mathematical Tables* by A. Fletcher, J. C. P. Miller, and L. Rosenhead, London, 1946. A short table of both $F(\phi, k)$ and $E(\phi, k)$, based on Legendre’s tables, is given below.

In order to find values of the functions beyond $\phi = \frac{1}{2}\pi$, for values of $k^2 \leq 1$, we make use of the following formulas:

$$F(n\pi + \theta, k) = 2nK + F(\theta, k), \quad E(n\pi + \theta, k) = 2nE + E(\theta, k),$$  \hspace{2cm} (16)

$$F(n\pi - \theta, k) = 2nK - F(\theta, k), \quad E(n\pi - \theta, k) = 2nE - E(\theta, k).$$  \hspace{2cm} (17)

It is possible to find real values of the integrals for values of $k^2 > 1$, provided $k$ is less than $\csc \phi$. The region for which real values of the elliptic integrals exist is shown in Figure 1.
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In this case we make use of the following transformations:

\[
F(\phi,k) = \frac{1}{k} \int_0^{\phi'} \frac{dt}{\sqrt{1-(1/k^2) \sin^2 t}} = \frac{1}{k} F(\phi',1/k),
\]

\[
E(\phi,k) = (1-k^2)F(\phi,k) + k \int_0^{\phi'} \sqrt{1-(1/k^2) \sin^2 t} dt,
\]

\[
= \left(\frac{1-k^2}{k}\right) F(\phi',1/k) + kE(\phi',1/k),
\]

where we abbreviate: \( \phi' = \arcsin (k \sin \phi) \).

**PROBLEMS**

1. Use formula (11) to compute \( F\left(\frac{1}{6\sqrt{2}},\frac{1}{2}\right) \).

2. Given \( F\left(\frac{1}{6\sqrt{2}},\frac{1}{2}\sqrt{3}\right) = 0.5422 \), find the value of \( E\left(\frac{1}{6\sqrt{2}},\frac{1}{2}\sqrt{3}\right) \) by means of (12).

3. Evaluate the integral: \( \int_0^{\pi/8} \frac{d\phi}{\sqrt{1-2 \sin^2 \phi}} \). **Answer:** 0.5841.

4. Show that \( \frac{1}{2} \int_0^\phi \frac{dx}{x(1-x)(1-k^2x^2)^{1/2}} = F(\sin^{-1} \sqrt{x},k) \), \( 0 < x < 1 \).

5. Given that \( F[g(x),k] = \int_0^x \frac{dx}{[(1+x^2)(1+k^2x^2)]^{1/2}} \), find \( g(x) \).

6. If \( K = \frac{2\sqrt{k}}{1+k} \) and \( \tan \phi = \frac{\sin 2\psi}{k+\cos 2\psi} \), prove that \( F(\phi,k) = \frac{2}{1+k} F(\psi,K) \).

7. Prove the identity:

\[(1-k^2)\Pi(\phi,-1,k) = (1-k^2)F(\phi,k) - E(\phi,k) + \tan \phi \Delta \phi.\]

8. If \( k = (\sqrt{2}-1)/(\sqrt{2}+1) \), prove that \( K'(\frac{\pi}{2},k) = 2K\left(\frac{\pi}{2},k\right) \).

9. Given the following integrals:

\[
A = \int_0^{\pi/2} \frac{\sin^2 \phi}{\Delta \phi} d\phi, \quad B = \int_0^{\pi/2} \frac{\cos^2 \phi}{\Delta \phi} d\phi, \quad C = \int_0^{\pi/2} \frac{(\sin \phi \cos \phi)^2}{(\Delta \phi)^3} d\phi,
\]

show that: \( A = (K-E)/k^2 \), \( B = K - A \), \( C = (A-B)/k^2 \).

10. Given the identity:

\[
F(x,k) + F(y,k) = F\left[\frac{x(1-y^2)(1-k^2y^2) + y(1-x^2)(1-k^2x^2)}{1-k^2x^2y^2},k\right],
\]

show that for \( k = 0 \), this reduces to the formula for the addition of \( \sin^{-1} x \) and \( \sin^{-1} y \), and that for \( k = 1 \), to the formula:

\[
\tan^{-1} x + \tan^{-1} y = \tan^{-1} \left(\frac{x+y}{1-xy}\right).
\]
### Table of \( F(\phi, k) = \frac{d\theta}{\sqrt{1 - k^2 \sin^2 \theta}} \), \( k = \sin \alpha \).

<table>
<thead>
<tr>
<th>( \phi )</th>
<th>0°</th>
<th>10°</th>
<th>15°</th>
<th>30°</th>
<th>45°</th>
<th>60°</th>
<th>70°</th>
<th>80°</th>
<th>90°</th>
</tr>
</thead>
<tbody>
<tr>
<td>1°</td>
<td>0.0175</td>
<td>0.0175</td>
<td>0.0175</td>
<td>0.0175</td>
<td>0.0175</td>
<td>0.0175</td>
<td>0.0175</td>
<td>0.0175</td>
<td>0.0175</td>
</tr>
<tr>
<td>2°</td>
<td>0.0349</td>
<td>0.0349</td>
<td>0.0349</td>
<td>0.0349</td>
<td>0.0349</td>
<td>0.0349</td>
<td>0.0349</td>
<td>0.0349</td>
<td>0.0349</td>
</tr>
<tr>
<td>3°</td>
<td>0.0524</td>
<td>0.0524</td>
<td>0.0524</td>
<td>0.0524</td>
<td>0.0524</td>
<td>0.0524</td>
<td>0.0524</td>
<td>0.0524</td>
<td>0.0524</td>
</tr>
<tr>
<td>4°</td>
<td>0.0698</td>
<td>0.0698</td>
<td>0.0698</td>
<td>0.0698</td>
<td>0.0698</td>
<td>0.0698</td>
<td>0.0698</td>
<td>0.0698</td>
<td>0.0698</td>
</tr>
<tr>
<td>5°</td>
<td>0.0873</td>
<td>0.0873</td>
<td>0.0873</td>
<td>0.0873</td>
<td>0.0873</td>
<td>0.0873</td>
<td>0.0873</td>
<td>0.0873</td>
<td>0.0873</td>
</tr>
<tr>
<td>6°</td>
<td>0.1047</td>
<td>0.1047</td>
<td>0.1047</td>
<td>0.1047</td>
<td>0.1047</td>
<td>0.1047</td>
<td>0.1047</td>
<td>0.1047</td>
<td>0.1047</td>
</tr>
<tr>
<td>7°</td>
<td>0.1222</td>
<td>0.1222</td>
<td>0.1222</td>
<td>0.1222</td>
<td>0.1222</td>
<td>0.1222</td>
<td>0.1222</td>
<td>0.1222</td>
<td>0.1222</td>
</tr>
<tr>
<td>8°</td>
<td>0.1396</td>
<td>0.1396</td>
<td>0.1396</td>
<td>0.1396</td>
<td>0.1396</td>
<td>0.1396</td>
<td>0.1396</td>
<td>0.1396</td>
<td>0.1396</td>
</tr>
<tr>
<td>9°</td>
<td>0.1571</td>
<td>0.1571</td>
<td>0.1571</td>
<td>0.1571</td>
<td>0.1571</td>
<td>0.1571</td>
<td>0.1571</td>
<td>0.1571</td>
<td>0.1571</td>
</tr>
<tr>
<td>10°</td>
<td>0.1746</td>
<td>0.1746</td>
<td>0.1746</td>
<td>0.1746</td>
<td>0.1746</td>
<td>0.1746</td>
<td>0.1746</td>
<td>0.1746</td>
<td>0.1746</td>
</tr>
<tr>
<td>15°</td>
<td>0.2618</td>
<td>0.2619</td>
<td>0.2620</td>
<td>0.2625</td>
<td>0.2633</td>
<td>0.2641</td>
<td>0.2645</td>
<td>0.2647</td>
<td>0.2648</td>
</tr>
<tr>
<td>20°</td>
<td>0.3491</td>
<td>0.3493</td>
<td>0.3495</td>
<td>0.3508</td>
<td>0.3526</td>
<td>0.3545</td>
<td>0.3555</td>
<td>0.3561</td>
<td>0.3564</td>
</tr>
<tr>
<td>25°</td>
<td>0.4363</td>
<td>0.4367</td>
<td>0.4372</td>
<td>0.4397</td>
<td>0.4433</td>
<td>0.4470</td>
<td>0.4490</td>
<td>0.4504</td>
<td>0.4509</td>
</tr>
<tr>
<td>30°</td>
<td>0.5236</td>
<td>0.5243</td>
<td>0.5261</td>
<td>0.5294</td>
<td>0.5356</td>
<td>0.5422</td>
<td>0.5459</td>
<td>0.5484</td>
<td>0.5493</td>
</tr>
<tr>
<td>35°</td>
<td>0.6109</td>
<td>0.6119</td>
<td>0.6133</td>
<td>0.6200</td>
<td>0.6300</td>
<td>0.6408</td>
<td>0.6471</td>
<td>0.6513</td>
<td>0.6538</td>
</tr>
<tr>
<td>40°</td>
<td>0.6981</td>
<td>0.6997</td>
<td>0.7016</td>
<td>0.7116</td>
<td>0.7267</td>
<td>0.7430</td>
<td>0.7535</td>
<td>0.7604</td>
<td>0.7692</td>
</tr>
<tr>
<td>45°</td>
<td>0.7854</td>
<td>0.7876</td>
<td>0.7903</td>
<td>0.8044</td>
<td>0.8260</td>
<td>0.8512</td>
<td>0.8665</td>
<td>0.8774</td>
<td>0.8814</td>
</tr>
<tr>
<td>50°</td>
<td>0.8727</td>
<td>0.8756</td>
<td>0.8792</td>
<td>0.8982</td>
<td>0.9283</td>
<td>0.9647</td>
<td>0.9876</td>
<td>1.0044</td>
<td>1.0107</td>
</tr>
<tr>
<td>55°</td>
<td>0.9599</td>
<td>0.9637</td>
<td>0.9683</td>
<td>0.9933</td>
<td>1.0337</td>
<td>1.0848</td>
<td>1.1186</td>
<td>1.1444</td>
<td>1.1542</td>
</tr>
<tr>
<td>60°</td>
<td>1.0472</td>
<td>1.0519</td>
<td>1.0577</td>
<td>1.0896</td>
<td>1.1424</td>
<td>1.2126</td>
<td>1.2619</td>
<td>1.3014</td>
<td>1.3170</td>
</tr>
<tr>
<td>65°</td>
<td>1.1345</td>
<td>1.1402</td>
<td>1.1474</td>
<td>1.1869</td>
<td>1.2645</td>
<td>1.3489</td>
<td>1.4199</td>
<td>1.4810</td>
<td>1.5065</td>
</tr>
<tr>
<td>70°</td>
<td>1.2217</td>
<td>1.2286</td>
<td>1.2373</td>
<td>1.2853</td>
<td>1.3667</td>
<td>1.4944</td>
<td>1.6569</td>
<td>1.6918</td>
<td>1.7354</td>
</tr>
<tr>
<td>75°</td>
<td>1.3090</td>
<td>1.3171</td>
<td>1.3273</td>
<td>1.3846</td>
<td>1.4879</td>
<td>1.6402</td>
<td>1.7927</td>
<td>1.9468</td>
<td>2.0276</td>
</tr>
<tr>
<td>80°</td>
<td>1.3963</td>
<td>1.4056</td>
<td>1.4175</td>
<td>1.4846</td>
<td>1.6085</td>
<td>1.8126</td>
<td>2.0119</td>
<td>2.2653</td>
<td>2.4982</td>
</tr>
<tr>
<td>81°</td>
<td>1.4137</td>
<td>1.4234</td>
<td>1.4356</td>
<td>1.5046</td>
<td>1.6328</td>
<td>1.8461</td>
<td>2.0884</td>
<td>2.3387</td>
<td>2.5421</td>
</tr>
<tr>
<td>82°</td>
<td>1.4312</td>
<td>1.4411</td>
<td>1.4539</td>
<td>1.5247</td>
<td>1.6572</td>
<td>1.8799</td>
<td>2.1057</td>
<td>2.4157</td>
<td>2.6993</td>
</tr>
<tr>
<td>83°</td>
<td>1.4486</td>
<td>1.4588</td>
<td>1.4717</td>
<td>1.5448</td>
<td>1.6817</td>
<td>1.9140</td>
<td>2.1537</td>
<td>2.4965</td>
<td>2.7942</td>
</tr>
<tr>
<td>84°</td>
<td>1.4661</td>
<td>1.4765</td>
<td>1.4897</td>
<td>1.5649</td>
<td>1.7082</td>
<td>1.9482</td>
<td>2.2024</td>
<td>2.5811</td>
<td>2.9487</td>
</tr>
<tr>
<td>85°</td>
<td>1.4835</td>
<td>1.4942</td>
<td>1.5078</td>
<td>1.5850</td>
<td>1.7398</td>
<td>1.9926</td>
<td>2.2518</td>
<td>2.6694</td>
<td>3.1313</td>
</tr>
<tr>
<td>86°</td>
<td>1.5010</td>
<td>1.5120</td>
<td>1.5259</td>
<td>1.6052</td>
<td>1.7564</td>
<td>2.0172</td>
<td>2.3017</td>
<td>2.7512</td>
<td>3.3547</td>
</tr>
<tr>
<td>87°</td>
<td>1.5184</td>
<td>1.5307</td>
<td>1.5439</td>
<td>1.6253</td>
<td>1.7801</td>
<td>2.0519</td>
<td>2.3520</td>
<td>2.8561</td>
<td>3.6425</td>
</tr>
<tr>
<td>88°</td>
<td>1.5359</td>
<td>1.5474</td>
<td>1.5603</td>
<td>1.6454</td>
<td>1.8047</td>
<td>2.0867</td>
<td>2.4026</td>
<td>2.9537</td>
<td>4.0481</td>
</tr>
<tr>
<td>89°</td>
<td>1.5533</td>
<td>1.5651</td>
<td>1.5801</td>
<td>1.6656</td>
<td>1.8204</td>
<td>2.1216</td>
<td>2.4535</td>
<td>3.0590</td>
<td>4.7413</td>
</tr>
<tr>
<td>90°</td>
<td>1.5708</td>
<td>1.5828</td>
<td>1.5981</td>
<td>1.6858</td>
<td>1.8451</td>
<td>2.1665</td>
<td>2.5046</td>
<td>3.1554</td>
<td>( \infty )</td>
</tr>
<tr>
<td>φ</td>
<td>α=arc sin k</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------</td>
<td>-------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0°</td>
<td>10°</td>
<td>15°</td>
<td>30°</td>
<td>45°</td>
<td>60°</td>
<td>70°</td>
<td>80°</td>
<td>90°</td>
</tr>
<tr>
<td>1°</td>
<td>0.0175</td>
<td>0.0175</td>
<td>0.0175</td>
<td>0.0175</td>
<td>0.0175</td>
<td>0.0175</td>
<td>0.0175</td>
<td>0.0175</td>
<td>0.0175</td>
</tr>
<tr>
<td>2°</td>
<td>0.0349</td>
<td>0.0349</td>
<td>0.0349</td>
<td>0.0349</td>
<td>0.0349</td>
<td>0.0349</td>
<td>0.0349</td>
<td>0.0349</td>
<td>0.0349</td>
</tr>
<tr>
<td>3°</td>
<td>0.0524</td>
<td>0.0524</td>
<td>0.0524</td>
<td>0.0524</td>
<td>0.0524</td>
<td>0.0523</td>
<td>0.0523</td>
<td>0.0523</td>
<td>0.0523</td>
</tr>
<tr>
<td>4°</td>
<td>0.0698</td>
<td>0.0698</td>
<td>0.0698</td>
<td>0.0698</td>
<td>0.0698</td>
<td>0.0698</td>
<td>0.0698</td>
<td>0.0698</td>
<td>0.0698</td>
</tr>
<tr>
<td>5°</td>
<td>0.0873</td>
<td>0.0873</td>
<td>0.0873</td>
<td>0.0872</td>
<td>0.0872</td>
<td>0.0872</td>
<td>0.0872</td>
<td>0.0872</td>
<td>0.0872</td>
</tr>
<tr>
<td>6°</td>
<td>0.1047</td>
<td>0.1047</td>
<td>0.1047</td>
<td>0.1046</td>
<td>0.1046</td>
<td>0.1046</td>
<td>0.1046</td>
<td>0.1045</td>
<td>0.1045</td>
</tr>
<tr>
<td>7°</td>
<td>0.1222</td>
<td>0.1222</td>
<td>0.1222</td>
<td>0.1220</td>
<td>0.1220</td>
<td>0.1220</td>
<td>0.1219</td>
<td>0.1219</td>
<td>0.1219</td>
</tr>
<tr>
<td>8°</td>
<td>0.1396</td>
<td>0.1396</td>
<td>0.1396</td>
<td>0.1394</td>
<td>0.1394</td>
<td>0.1393</td>
<td>0.1392</td>
<td>0.1392</td>
<td>0.1392</td>
</tr>
<tr>
<td>9°</td>
<td>0.1571</td>
<td>0.1571</td>
<td>0.1570</td>
<td>0.1569</td>
<td>0.1568</td>
<td>0.1566</td>
<td>0.1565</td>
<td>0.1565</td>
<td>0.1564</td>
</tr>
<tr>
<td>10°</td>
<td>0.1745</td>
<td>0.1745</td>
<td>0.1745</td>
<td>0.1741</td>
<td>0.1739</td>
<td>0.1738</td>
<td>0.1737</td>
<td>0.1736</td>
<td>0.1736</td>
</tr>
<tr>
<td>15°</td>
<td>0.2618</td>
<td>0.2617</td>
<td>0.2616</td>
<td>0.2611</td>
<td>0.2603</td>
<td>0.2596</td>
<td>0.2592</td>
<td>0.2589</td>
<td>0.2589</td>
</tr>
<tr>
<td>20°</td>
<td>0.3401</td>
<td>0.3400</td>
<td>0.3400</td>
<td>0.3393</td>
<td>0.3393</td>
<td>0.3393</td>
<td>0.3392</td>
<td>0.3392</td>
<td>0.3392</td>
</tr>
<tr>
<td>25°</td>
<td>0.4303</td>
<td>0.4302</td>
<td>0.4302</td>
<td>0.4296</td>
<td>0.4296</td>
<td>0.4296</td>
<td>0.4293</td>
<td>0.4292</td>
<td>0.4292</td>
</tr>
<tr>
<td>30°</td>
<td>0.5226</td>
<td>0.5226</td>
<td>0.5226</td>
<td>0.5219</td>
<td>0.5219</td>
<td>0.5215</td>
<td>0.5211</td>
<td>0.5207</td>
<td>0.5207</td>
</tr>
<tr>
<td>35°</td>
<td>0.6150</td>
<td>0.6098</td>
<td>0.6068</td>
<td>0.6019</td>
<td>0.5928</td>
<td>0.5833</td>
<td>0.5782</td>
<td>0.5748</td>
<td>0.5738</td>
</tr>
<tr>
<td>40°</td>
<td>0.6981</td>
<td>0.6965</td>
<td>0.6935</td>
<td>0.6851</td>
<td>0.6715</td>
<td>0.6575</td>
<td>0.6497</td>
<td>0.6446</td>
<td>0.6428</td>
</tr>
<tr>
<td>45°</td>
<td>0.7854</td>
<td>0.7832</td>
<td>0.7809</td>
<td>0.7672</td>
<td>0.7482</td>
<td>0.7282</td>
<td>0.7171</td>
<td>0.7097</td>
<td>0.7071</td>
</tr>
<tr>
<td>50°</td>
<td>0.8727</td>
<td>0.8698</td>
<td>0.8663</td>
<td>0.8483</td>
<td>0.8227</td>
<td>0.7964</td>
<td>0.7801</td>
<td>0.7697</td>
<td>0.7660</td>
</tr>
<tr>
<td>55°</td>
<td>0.9599</td>
<td>0.9502</td>
<td>0.9417</td>
<td>0.9284</td>
<td>0.9189</td>
<td>0.9088</td>
<td>0.8982</td>
<td>0.8824</td>
<td>0.8619</td>
</tr>
<tr>
<td>60°</td>
<td>1.0472</td>
<td>1.0425</td>
<td>1.0358</td>
<td>1.0076</td>
<td>0.9680</td>
<td>0.9184</td>
<td>0.8914</td>
<td>0.8728</td>
<td>0.8600</td>
</tr>
<tr>
<td>65°</td>
<td>1.1346</td>
<td>1.1288</td>
<td>1.1218</td>
<td>1.0858</td>
<td>1.0329</td>
<td>0.9745</td>
<td>0.9397</td>
<td>0.9162</td>
<td>0.9063</td>
</tr>
<tr>
<td>70°</td>
<td>1.2217</td>
<td>1.2149</td>
<td>1.2065</td>
<td>1.1603</td>
<td>1.0909</td>
<td>1.0286</td>
<td>0.9850</td>
<td>0.9514</td>
<td>0.9397</td>
</tr>
<tr>
<td>75°</td>
<td>1.3080</td>
<td>1.3010</td>
<td>1.2908</td>
<td>1.2299</td>
<td>1.1385</td>
<td>1.0726</td>
<td>1.0017</td>
<td>0.9614</td>
<td>0.9399</td>
</tr>
<tr>
<td>80°</td>
<td>1.3936</td>
<td>1.3870</td>
<td>1.3755</td>
<td>1.3161</td>
<td>1.2260</td>
<td>1.1162</td>
<td>1.0065</td>
<td>0.9804</td>
<td>0.9648</td>
</tr>
<tr>
<td>85°</td>
<td>1.4783</td>
<td>1.4729</td>
<td>1.4596</td>
<td>1.3919</td>
<td>1.2889</td>
<td>1.1673</td>
<td>1.0882</td>
<td>1.0244</td>
<td>0.9962</td>
</tr>
<tr>
<td>90°</td>
<td>1.5610</td>
<td>1.4901</td>
<td>1.4787</td>
<td>1.4070</td>
<td>1.3012</td>
<td>1.1761</td>
<td>1.0944</td>
<td>1.0277</td>
<td>0.9978</td>
</tr>
</tbody>
</table>
7. Gauss’s Limit

Closely related to the methods of Landen is a limit due to K. F. Gauss,* which we describe as follows:

Given \( k' = \sqrt{1 - k^2} \), \( a_1 = \frac{1}{2} (1 + k') \), \( b_1 = \sqrt{1 - k'^2} \), \( a_n = \frac{1}{2} (a_{n-1} + b_{n-1}) \), \( b_n = \sqrt{a_{n-1} b_{n-1}} \), then we have as limits:

\[
\lim_{n \to \infty} a_n = \lim_{n \to \infty} b_n = M(1, k') = \frac{\pi}{2K}, \quad M(1, k') = \frac{\pi}{2K'}.
\]

As an example, let us set \( k' = \frac{1}{2} \). We then obtain

\[
\begin{align*}
    a_1 &= 0.750000, & b_1 &= 0.707107, \\
    a_2 &= 0.728553, & b_2 &= 0.728238, \\
    a_3 &= 0.7283955, & b_3 &= 0.7283955.
\end{align*}
\]

From the tables we find, corresponding to \( k = \frac{1}{2} \sqrt{3} \), that is, \( \alpha = 60^\circ \), the value \( K = 2.15651 \ 5648 \). Dividing \( \pi = 3.14159 \ 2654 \) by \( 2K \) we obtain

\[
\frac{\pi}{2K} = 0.72839 \ 5515.
\]

This remarkable limit of Gauss has been further investigated by H. Geppert,† who has shown that similar limits exist for the arithmetic-harmonic means of 1 and \( k' \), and for the geometric-harmonic means of 1 and \( k' \).

Thus, in the first case, let us write:

\[
\begin{align*}
    a_1 &= \frac{1}{2} (1 + k'), & b_1 &= \frac{2k'}{1 + k'}, \\
    a_n &= \frac{1}{2} (a_{n-1} + b_{n-1}), & b_n &= \frac{2a_{n-1} b_{n-1}}{a_{n-1} + b_{n-1}}.
\end{align*}
\]

It can then be shown that

\[
\lim_{n \to \infty} a_n = \lim_{n \to \infty} b_n = \sqrt{k'}.
\]

In the second case, let us write

\[
\begin{align*}
    a_1 &= \sqrt{1 - k'}, & b_1 &= \frac{2k'}{1 + k'}, \\
    a_n &= \sqrt{a_{n-1} b_{n-1}}, & b_n &= \frac{2a_{n-1} b_{n-1}}{a_{n-1} + b_{n-1}}.
\end{align*}
\]

We then have the limits

\[
\lim_{n \to \infty} a_n = \lim_{n \to \infty} b_n = 2k' K/\pi.
\]

ELLiptic Functions

8. The Elliptic Functions of Jacobi

The elliptic functions described in this section were first defined simultaneously, but independently, by C. G. J. Jacobi (1804–51) and N. H. Abel (1802–29) in 1827, although K. F. Gauss (1777–1855) had developed many of their properties as early as 1809. The theory of these functions, as well as that of Theta functions, was exhaustively set forth in Jacobi's great treatise *Fundamenta nova theoriae functionum ellipticarum*, published in 1829 in Königsberg.

The elliptic functions of Jacobi are defined as inverses of the elliptic integral of first kind. Thus, if we write

\[ u = \int_0^\phi \frac{d\phi}{\sqrt{1-k^2 \sin^2 \phi}} \quad (1) \]

we then define the following functions:

\[
\begin{align*}
\text{sn} (u, k) &= \sin \phi, \quad \text{cn} (u, k) = \cos \phi, \quad \text{dn} (u, k) = \sqrt{1-k^2 \sin^2 \phi} = \Delta(\phi), \\
\text{am} (u, k) &= \phi, \quad \text{tn} (u, k) = \frac{\text{sn} (u, k)}{\text{cn} (u, k)} = \tan \phi.
\end{align*}
\]

(2)

In some applications, where \( k \) is a fixed value, or where the discussion concerns only the variable \( u \), it is convenient to write \( \text{sn} u \) for \( \text{sn} (u, k) \), \( \text{cn} u \) for \( \text{cn} (u, k) \), etc.

As in the case of the circular functions, it is often important to have a notation for the inverses of the Jacobi elliptic functions. It is clear that we can write,

\[
\begin{align*}
u &= \text{sn}^{-1} (\sin \phi, k) = \text{cn}^{-1} (\cos \phi, k) = \text{dn}^{-1} (\Delta(\phi), k), \\
&= \text{am}^{-1} (\phi, k) = \text{tn}^{-1} (\tan \phi, k).
\end{align*}
\]

(3)

Since \( u = F(\phi, k) \), these values are readily computed from tables of the elliptic integral. Thus we have

\[ \text{sn}^{-1} \left( \frac{1}{2}, \frac{1}{2} \sqrt{3} \right) = F(30^\circ, 60^\circ) = 0.54223. \]

9. Properties of the Elliptic Functions of Jacobi

The Jacobi elliptic functions are rich in special values and identical relationships. A few of these are given below as follows:

\[
\begin{align*}
\text{sn}(0) &= 0, \quad \text{cn}(0) = 1, \quad \text{dn}(0) = 1, \quad \text{am}(0) = 0; \\
\text{sn}^2 u + \text{cn}^2 u &= 1,
\end{align*}
\]

(1) (2)
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\[ \text{dn}^2 u - k^2 \text{cn}^2 u = 1 - k^2 = k'^2, \quad (3) \]
\[ k^2 \text{sn}^2 u + \text{dn}^2 u = 1; \quad (4) \]
\[ \text{sn}(-u) = -\text{sn} u, \quad \text{cn}(-u) = \text{cn} u, \quad \text{dn}(-u) = \text{dn} u, \quad \text{am}(-u) = -\text{am} u; \quad (5) \]
\[ \text{sn}(u,0) = \sin u, \quad \text{cn}(u,0) = \cos u, \quad \text{dn}(u,0) = 1; \quad (6) \]
\[ \text{sn}(u,1) = \tanh u = \frac{e^u - e^{-u}}{e^u + e^{-u}}, \quad \text{cn}(u,1) = \text{dn}(u,1) = \text{sech} u = \frac{1}{e^u + e^{-u}}. \quad (7) \]

Introducing the imaginary argument \( u_i \), we obtain the following identities:
\[ \text{sn}(u_i,k) = i \frac{\text{sn}(u,k')}{\text{cn}(u,k')}, \quad \text{cn}(u_i,k) = \frac{1}{\text{cn}(u,k')}, \quad \text{dn}(u_i,k) = \frac{\text{dn}(u,k')}{\text{cn}(u,k')} \quad (8) \]

Elliptic functions belong to the class of doubly periodic functions in which \( 2K \) and \( K' i \) play roles similar to \( \pi \) in the theory of the circular functions and \( \pi i \) in the theory of the hyperbolic functions. The nature of this relationship is shown by the following identities:
\[ \text{sn}(u \pm K) = \pm \frac{\text{cn} u}{\text{dn} u}, \quad \text{sn}(u \pm 2K) = -\text{sn} u; \quad (9) \]
\[ \text{sn}(u \pm 3K) = \mp \frac{\text{cn} u}{\text{dn} u}, \quad \text{sn}(u \pm 4K) = \text{sn} u, \quad \text{sn}(u + K'i) = \frac{1}{k \text{ sn} u} \quad (10) \]
\[ \text{sn}(u + 2mK + 2nK'i) = (-1)^m \text{sn} u, \text{ where } m \text{ and } n \text{ are integers}; \quad (11) \]
\[ \text{cn}(u \pm K) = \mp k' \frac{\text{cn} u}{\text{dn} u}, \quad \text{cn}(u \pm 2K) = -\text{cn} u; \quad (12) \]
\[ \text{cn}(u \pm 3K) = \pm k' \frac{\text{sn} u}{\text{dn} u}, \quad \text{sn}(u \pm 4K) = \text{sn} u, \quad \text{cn}(u + K'i) = -i \frac{\text{dn} u}{k \text{ sn} u}; \quad (13) \]
\[ \text{cn}(u + 2mK + 2nK'i) = (-1)^{m+n} \text{cn} u, \text{ where } m \text{ and } n \text{ are integers}; \quad (14) \]
\[ \text{dn}(u \pm K) = \frac{k'}{\text{dn} u}, \quad \text{dn}(u \pm 2K) = \text{dn} u; \quad (15) \]
\[ \text{dn}(u + K'i) = -i \frac{\text{cn} u}{\text{sn} u}; \quad (16) \]
\[ \text{dn}(u + 2mK + 2nK'i) = (-1)^n \text{ du, where } m \text{ and } n \text{ are integers}. \quad (17) \]
Most of the identities just given follow readily from the definitions. Thus, to prove (2), we merely observe: \( \text{sn}^2 u + \text{cn}^2 u = \sin^2 \phi + \cos^2 \phi = 1 \).

To establish such an identity as \( \text{sn}(u + 2K) = -\text{sn} u \), we consider the integral

\[
v = \int_0^{\phi + \tau} \frac{d\phi}{\Delta(\phi)} = \int_0^\tau \frac{d\phi}{\Delta(\phi)} + \int_{\tau}^{\phi+\tau} \frac{d\phi}{\Delta(\phi)},
\]

\[
= 2K + \int_{\tau}^{\phi+\tau} \frac{d\phi}{\sqrt{1 - k^2 \sin^2 \phi}}.
\]

(18)

We now make the transformation: \( \phi = \pi + \theta \), and thus obtain

\[
v = 2K + \int_0^\phi \frac{d\theta}{\sqrt{1 - k^2 \sin^2 \theta}} = 2K + u.
\]

(19)

Therefore, since by (18) we have

\[
\text{sn} v = \sin(\phi + \pi) = -\sin \phi,
\]

we now establish by (19) the identity

\[
\text{sn}(u + 2K) = -\text{sn} u.
\]

Such an identity as \( \text{sn}(u + K) = \text{cn} u/\text{dn} u \) is obtained from the addition formulas, which are given in Section 11.

10. Derivatives and Integrals of the Elliptic Functions

The derivatives of the elliptic functions are easily found if we make use of the relationship

\[
\frac{du}{d\phi} = \frac{1}{\sqrt{1 - k^2 \sin^2 \phi}} = \frac{1}{\text{dn} u}.
\]

(1)

Thus, since \( \text{sn} u = \sin \phi \), we get

\[
\frac{d}{du} \text{sn} u = \cos \phi \frac{d\phi}{du} = \text{cn} u \text{ dn} u.
\]

(2)

The following derivatives are similarly obtained:

\[
\frac{d^2}{du^2} \text{sn} u = 2k^2 \text{sn}^3 u - (1 + k^2) \text{sn} u,
\]

(3)

\[
\frac{d}{du} \text{cn} u = -\text{sn} u \text{ dn} u,
\]

(4)

\[
\frac{d^2}{du^2} \text{cn} u = (2k^2 - 1) \text{cn} u - 2k^2 \text{cn}^3 u,
\]

(5)
\[
\frac{d}{du} \text{dn } u = -k^2 \text{sn } u \text{ cn } u, \quad (6)
\]
\[
\frac{d^2}{du^2} \text{dn } u = (2 - k^2) 2 \text{dn } u - 2 \text{dn}^3 u, \quad (7)
\]
\[
\frac{d}{du} \text{am } u = \text{dn } u. \quad (8)
\]

We also record the following table of integrals, which is readily verified by differentiation:

\[
\int \text{sn } u \, du = \frac{1}{k} \log (\text{dn } u - k \text{ cn } u), \quad (9)
\]
\[
\int \text{cn } u \, du = \frac{1}{k} \arccos (\text{dn } u), \quad (10)
\]
\[
\int \text{dn } u \, du = \arcsin (\text{sn } u), \quad (11)
\]
\[
\int \frac{1}{\text{sn } u} \, du = \log \left( \frac{\text{dn } u - \text{cn } u}{\text{sn } u} \right), \quad (12)
\]
\[
\int \frac{1}{\text{cn } u} \, du = \frac{1}{k} \log \left( \frac{\text{dn } u + k' \text{ sn } u}{\text{cn } u} \right), \quad (13)
\]
\[
\int \frac{1}{\text{dn } u} \, du = \frac{1}{k'} \arccos \left( \frac{\text{cn } u}{\text{dn } u} \right), \quad (14)
\]
\[
\int \frac{\text{cn } u}{\text{sn } u} \, du = \log \left( \frac{1 - \text{dn } u}{\text{sn } u} \right), \quad (15)
\]
\[
\int \frac{\text{sn } u}{\text{cn } u} \, du = \frac{1}{k'} \log \left( \frac{\text{dn } u + k'}{\text{cn } u} \right), \quad (16)
\]
\[
\int \frac{\text{dn } u}{\text{cn } u} \, du = \log \left( \frac{1 + \text{sn } u}{\text{cn } u} \right). \quad (17)
\]

11. Addition Theorems

The following identities exhibit the addition properties of the Jacobian elliptic functions:

\[
\text{sn} (u \pm v) = \frac{\text{sn } u \text{ cn } v \text{ dn } v \pm \text{cn } u \text{ sn } v \text{ dn } u}{1 - k^2 \text{sn}^2 u \text{ sn}^2 v}; \quad (1)
\]
\[
\text{cn} (u \pm v) = \frac{\text{cn } u \text{ cn } v \pm \text{sn } u \text{ sn } v \text{ dn } u \text{ dn } v}{1 - k^2 \text{sn}^2 u \text{ sn}^2 v}. \quad (2)
\]
\[ \text{cn}(u \pm v) = \text{cn } u \text{ cn } v \mp \text{sn } u \text{ sn } v \text{ dn}(u \pm v); \]

\[ \text{dn}(u \pm v) = \frac{\text{dn } u \text{ dn } v \mp k^2 \text{ sn } u \text{ sn } v \text{ cn } u \text{ cn } v}{1 - k^2 \text{ sn}^2 u \text{ sn}^2 v}; \]

\[ = \text{dn } u \text{ dn } v \mp k^2 \text{ sn } u \text{ sn } v \text{ cn}(u \pm v); \]

\[ \text{tn}(u \pm v) = \frac{\text{tn } u \text{ dn } v \mp \text{tn } v \text{ dn } u}{1 \mp \text{tn } u \text{ tn } v \text{ dn } u \text{ dn } v}; \]

\[ \text{sn}(u + v) + \text{sn}(u - v) = \frac{2 \text{ sn } u \text{ cn } v \text{ dn } v}{1 - k^2 \text{ sn}^2 u \text{ sn}^2 v}; \]

\[ \text{sn}(u + v) - \text{sn}(u - v) = \frac{2 \text{ sn } v \text{ cn } u \text{ dn } u}{1 - k^2 \text{ sn}^2 u \text{ sn}^2 v}; \]

\[ \text{cn}(u + v) + \text{cn}(u - v) = \frac{2 \text{ cn } u \text{ cn } v}{1 - k^2 \text{ sn}^2 u \text{ sn}^2 v}; \]

\[ \text{cn}(u + v) - \text{cn}(u - v) = \frac{2 \text{ sn } u \text{ sn } v \text{ dn } u \text{ dn } v}{1 - k^2 \text{ sn}^2 u \text{ sn}^2 v}; \]

\[ \text{dn}(u + v) + \text{dn}(u - v) = \frac{2 \text{dn } u \text{ dn } v}{1 - k^2 \text{ sn}^2 u \text{ sn}^2 v}; \]

\[ \text{dn}(u + v) - \text{dn}(u - v) = -\frac{2 k^2 \text{ sn } u \text{ sn } v \text{ cn } u \text{ cn } v}{1 - k^2 \text{ sn}^2 u \text{ sn}^2 v}. \]

These formulas have been established in a number of ways, but considerable computation is usually involved in verifying them. One method which is quite effective is illustrated as follows. To establish the formula for \( \text{sn}(u + v) \), let us represent the right hand member of (1) by \( F(u, v) \). This function is also a function of \( z = u + v \), and consequently the Jacobian of \( F \) and \( z \) must vanish, that is

\[
\begin{vmatrix}
\frac{\partial F}{\partial u} & \frac{\partial F}{\partial v} \\
\frac{\partial z}{\partial u} & \frac{\partial z}{\partial v}
\end{vmatrix} = \frac{\partial F}{\partial u} - \frac{\partial F}{\partial v} = 0. \tag{11}
\]

The proof of formula (1) is thus given by first establishing (11). The computation is tedious, but straightforward, and can be facilitated by first taking the logarithm of \( F \). Since we have now shown that \( F(u, v) = F(u + v) \), identification of the function with the elliptic sine is made by setting \( v = 0 \), from which we have \( F(u) = \text{sn } u \).
The products of the functions of sums and differences can be derived from the preceding identities. Thus, we have

$$\text{sn}(u + v) \text{ sn}(u - v) = \frac{\text{sn}^2 u - \text{sn}^2 v}{1 - k^2 \text{ sn}^2 u \text{ sn}^2 v} = \frac{\text{cn}^2 v + \text{sn}^2 u \text{ dn}^2 v}{1 - k^2 \text{ sn}^2 u \text{ sn}^2 v} - 1,$$

$$= \frac{1 \text{ dn}^2 v + k^2 \text{ sn}^2 u \text{ cn}^2 v}{k^2 \text{ sn}^2 u \text{ sn}^2 v} - 1; \quad (12)$$

$$\text{cn}(u + v) \text{ cn}(u - v) = \frac{\text{cn}^2 u - \text{sn}^2 v + k^2 \text{ sn}^2 u \text{ sn}^2 v}{1 - k^2 \text{ sn}^2 u \text{ sn}^2 v},$$

$$= \frac{\text{cn}^2 u + \text{cn}^2 v}{1 - k^2 \text{ sn}^2 u \text{ sn}^2 v} - 1 = 1 - \frac{\text{sn}^2 u \text{ dn}^2 v + \text{sn}^2 v \text{ dn}^2 u}{1 - k^2 \text{ sn}^2 u \text{ sn}^2 v}; \quad (13)$$

$$\text{dn}(u + v) \text{ dn}(u - v) = \frac{1 - k^2 \text{ sn}^2 u - k^2 \text{ sn}^2 v + k^2 \text{ sn}^2 u \text{ sn}^2 v}{1 - k^2 \text{ sn}^2 u \text{ sn}^2 v},$$

$$= \frac{\text{dn}^2 u + \text{dn}^2 v}{1 - k^2 \text{ sn}^2 u \text{ sn}^2 v} - 1; \quad (14)$$

$$\text{sn}(u \pm v) \text{ cn}(u \mp v) = \frac{\text{sn} u \text{ cn} u \text{ dn} v \pm \text{sn} v \text{ cn} v \text{ dn} u}{1 - k^2 \text{ sn}^2 u \text{ sn}^2 v}; \quad (15)$$

$$\text{sn}(u \pm v) \text{ dn}(u \mp v) = \frac{\text{sn} u \text{ dn} u \text{ cn} v \pm \text{sn} v \text{ dn} v \text{ cn} u}{1 - k^2 \text{ sn}^2 u \text{ sn}^2 v}; \quad (16)$$

$$\text{cn}(u \pm v) \text{ dn}(u \mp v) = \frac{\text{cn} u \text{ dn} u \text{ cn} v \text{ dn} v \mp k^2 \text{ sn} u \text{ sn} v}{1 - k^2 \text{ sn}^2 u \text{ sn}^2 v}; \quad (17)$$

$$[1 \pm \text{sn}(u + v)] [1 \pm \text{sn}(u - v)] = \frac{(\text{cn} v \pm \text{sn} u \text{ dn} v)^2}{1 - k^2 \text{ sn}^2 u \text{ sn}^2 v}. \quad (18)$$

**12. Double-Angle and Half-Angle Formulas**

From the identities of the preceding section we can derive the following formulas involving double-angles and half-angles:

$$\text{sn} 2u = \frac{2 \text{ sn} u \text{ cn} u \text{ dn} u}{1 - k^2 \text{ sn}^4 u}; \quad (1)$$

$$\text{cn} 2u = \frac{\text{cn}^2 u - \text{sn}^2 u \text{ dn}^2 u}{1 - k^2 \text{ sn}^4 u} = \frac{1 - 2 \text{ sn}^2 u + k^2 \text{ sn}^4 u}{1 - k^2 \text{ sn}^4 u}; \quad (2)$$

$$\text{dn} 2u = \frac{\text{dn}^2 u - k^2 \text{ sn}^2 u \text{ cn}^2 u}{1 - k^2 \text{ sn}^4 u} = \frac{1 - 2 k^2 \text{ sn}^2 u + k^2 \text{ sn}^4 u}{1 - k^2 \text{ sn}^4 u}; \quad (3)$$

$$\text{tn} 2u = \frac{2 \text{ tn} u \text{ dn} u}{1 - \text{tn}^2 u \text{ dn}^2 u}. \quad (4)$$
Using formulas (2) and (3) we compute

\[
\frac{1 - cn \, 2u}{1 + dn \, 2n} = \frac{2 \, sn^2 u - 2k^2 \, sn \, u}{2} = \frac{2 \, sn^2 \, (1 - k^2 \, sn^2 \, u)}{2} = sn^2 u. \tag{5}
\]

Replacing \( u \) by \( \frac{1}{2} u \), we then obtain the formula

\[
\frac{1}{2} u = \frac{1 - cn \, u}{1 + dn \, u}. \tag{6}
\]

If we multiply the numerator and denominator of this fraction by \((1 - dn \, u)\) and make use of the identities of Section 9, we obtain

\[
\frac{(1 - cn \, u) \, (1 - dn \, u)}{(1 + dn \, u) \, (1 - dn \, u)} = \frac{(1 - cn \, u) \, (1 - dn \, u)}{1 - dn^2} = \frac{1 - cn \, u}{k^2 \, sn^2 \, u} = \frac{1 - cn \, u}{k^2 (1 - cn^2 \, u)} = \frac{1 - cn \, u}{k^2 (1 + cn \, u)}. \tag{7}
\]

Similarly, if we multiply the numerator and denominator of the fraction in (6) by \((k'^2 - k^2 \, cn \, u + dn \, u)\) and simplify, we obtain

\[
\frac{1}{2} u = \frac{dn \, u \, - cn \, u}{k'^2 + dn \, u - k^2 \, cn \, u}. \tag{8}
\]

Combining these results, we get the following identities:

\[
\frac{1}{2} u = \frac{1 - cn \, u}{1 + dn \, u} = \frac{1 - dn \, u}{k^2 (1 + cn \, u)} = \frac{dn \, u \, - cn \, u}{k'^2 + dn \, u - k^2 \, cn \, u}. \tag{9}
\]

In a similar manner the following half-angle formulas are established:

\[
\frac{1}{2} u = \frac{dn \, u + cn \, u}{1 + dn \, u} = \frac{dn^2 \, u + k^2 \, cn \, u + k'^2 \, u - k^2 \, cn \, u}{k'^2 + dn \, u - k^2 \, cn \, u} = \frac{k'^2 (1 + cn \, u)}{k'^2 + dn \, u - k^2 \, cn \, u}; \tag{10}
\]

\[
\frac{1}{2} u = \frac{1 - cn \, u}{dn \, u + cn \, u} = \frac{1 - dn \, u}{k^2 \, cn \, u - k'^2 \, u + dn \, u} = \frac{dn \, u - cn \, u}{k'^2 (1 + cn \, u)}; \tag{11}
\]

\[
\frac{1}{2} u = \frac{1 - cn \, u}{dn \, u + cn \, u} = \frac{1 - dn \, u}{k^2 \, cn \, u - k'^2 \, u + dn \, u} = \frac{dn \, u - cn \, u}{k'^2 (1 + cn \, u)}. \tag{12}
\]

**PROBLEMS**

Establish the following values:

1. \( sn \, K = 1, \quad sn \, iK' = \infty, \quad sn(K + iK') = 1/k \);

2. \( cn \, K = 0, \quad cn \, iK' = \infty, \quad cn(K + iK') = -k'/k \);

3. \( dn \, K = k', \quad dn \, iK' = \infty, \quad dn(K + iK') = 0 \). \tag{13}
2. \[ \frac{1}{2} K = (1 + k')^{-1/2}, \quad \frac{1}{2} i K' = i k^{-1/2}, \quad \frac{1}{2} (K + i K') = (2k)^{-1/2}[(1 + k)/2 + i(1 - k)^{1/2}]; \]
\[ \frac{1}{2} K = [k'(1 + k')^{-1/2}], \quad \frac{1}{2} i K' = [(1 + k)/k]^{1/2}, \quad \frac{1}{2} (K + i K') = (1 - i)(k'/2k)^{1/2}; \]
\[ \frac{1}{2} K = k'^{1/2}, \quad \frac{1}{2} i K' = (1 + k)^{1/2}, \quad \frac{1}{2} (K + i K') = \left(\frac{1}{2} k'\right)^{1/2}[(1 + k')^{1/2} - i(1 - k')^{1/2}]. \]

\[ \text{(14)} \]

13. Expansions of the Elliptic Functions in Powers of \( u \)

By evaluating successive derivatives of the Jacobi elliptic functions at \( u = 0 \), the following expansions of the functions have been obtained:

\[ \text{sn}(u,k) = u - \left(1 + k^2\right) \frac{u^3}{3!} + \left(1 + 14k^2 + k^4\right) \frac{u^5}{5!} - \left(1 + 135k^2 + 135k^4 + k^6\right) \frac{u^7}{7!} \]
\[ + \left(1 + 1228k^2 + 5478k^4 + 1228k^6 + k^8\right) \frac{u^9}{9!} \]
\[ - \left(1 + 11069k^2 + 165826k^4 + 165826k^6\right) \frac{u^{11}}{11!} + \ldots; \]

\[ \text{(1)} \]

\[ \text{cn}(u,k) = 1 - \frac{u^2}{2!} + \left(1 + 4k^2\right) \frac{u^4}{4!} - \left(1 + 44k^2 + 16k^4\right) \frac{u^6}{6!} \]
\[ + \left(1 + 408k^2 + 912k^4 + 64k^6\right) \frac{u^8}{8!} - \left(1 + 3688k^2 + 30768k^4\right) \frac{u^{10}}{10!} \]
\[ + 15808k^6 + 256k^8 + \frac{u^{10}}{10!} + \left(1 + 1228k^2 + 807064k^4 + 1538560k^6\right) \frac{u^{12}}{12!} + \ldots; \]

\[ \text{(2)} \]

\[ \text{dn}(u,k) = 1 - k^2 \frac{u^2}{2!} + \left(4k^2 + k^4\right) \frac{u^4}{4!} - \left(16k^2 + 44k^4 + k^6\right) \frac{u^6}{6!} \]
\[ + \left(64k^2 + 912k^4 + 408k^6 + k^8\right) \frac{u^8}{8!} - \left(256k^2 + 15808k^4\right) \frac{u^{10}}{10!} \]
\[ + 30768k^6 + 3688k^8 + 1538560k^6 + \frac{u^{10}}{10!} + \left(1024k^2 + 259328k^4\right) \frac{u^{12}}{12!} + \ldots; \]

\[ \text{(3)} \]

*These coefficients are taken from C. Gudermann: "Theorie der Modular-Functionen und der Modular-Integrale, "Journal für Math., Vol. 19, 1839, pp. 45–83; in particular, pp. 79–81.
\[
\text{sn}(x,k) = u - k^2 \frac{u^3}{3!} + (4k^2 + k^4) \frac{u^5}{5!} - (16k^2 + 44k^4 + k^6) \frac{u^7}{7!} \\
+ (64k^2 + 912k^4 + 408k^6 + k^8) \frac{u^9}{9!} \\
- (256k^2 + 15808k^4 + 30768k^6 + 3688k^8 + k^{10}) \frac{u^{11}}{11!} \\
+ (1024k^2 + 259328k^4 + 1538560k^6 + 870640k^8 + 33212k^{10}) \frac{u^{13}}{13!} + \ldots .
\] (4)

14. The Poles of the Elliptic Functions

Both the circular and the hyperbolic functions have zeros in the finite plane and both are periodic, but neither \( \sin x \), \( \cos x \), nor \( \sinh x \), \( \cosh x \) have poles. The corresponding elliptic functions, however, are doubly periodic and have polar singularities in the finite plane. This difference is readily illustrated by the properties of the elliptic sine.

The function \( \text{sn}(x,k) \) is doubly periodic with the periods: \( \Omega_1 = 4K \) and \( \Omega_2 = 2K' \). If, in the complex plane, one forms a set of rectangles with corners at the points: \( 4mK + 2nK' \), as shown in Figure 2, then the behavior of \( \text{sn}(x,k) \) in each of the rectangles is identical by virtue of the periodic properties given by equation (11) of Section 9.

The function \( \text{sn}(x,k) \) is analytic except at the points: \( 4mK + (2n+1)K' \), where it has simple poles of residue \( 1/k \), and at the points: \( (4m+2)K + (2n+1)K' \), where it has simple poles of residue \(-1/k\).
The position of these poles is indicated in Figure 2 by circles (poles of residue $1/k$) and crosses (poles of residue $-1/k$). The zeros of $\text{sn}(x, k)$ are found at the points: $2mK + 2nK'i$.

From this it is clear that $\text{sn}(x, k)$ may be expected to have a property similar to that of $\tan \theta$, which can be expressed in terms of its reciprocal by a linear transformation of $\theta$, that is

$$\tan \left( \theta + \frac{1}{2} \pi \right) = -\frac{1}{\tan \theta}.$$  

That this is, indeed, the case can be shown as follows:

From formula (1) of Section 11 we have

$$\text{sn}(u+v) = \frac{\text{sn} u \; \text{cn} u \; \text{dn} v + \text{cn} u \; \text{sn} v \; \text{dn} u}{1 - k^2 \text{sn}^2 u \; \text{sn}^2 v},$$  \hspace{1cm} (1)

where $\text{sn} u$, $\text{cn} u$, and $\text{dn} u$ are connected by the equations:

$$\text{sn}^2 u + \text{cn}^2 u = 1, \quad k^2 \text{sn}^2 u + \text{dn}^2 u = 1.$$  \hspace{1cm} (2)

Let us now choose $v$ so that $k^2 \text{sn}^2 v = 1$, from which it follows that $\text{dn}^2 v = 0$. Equation (1) then reduces to

$$\text{sn} (u+v) = \text{sn} v \; \frac{\text{dn} u}{\text{cn} u} = \pm \frac{1}{k \text{sn} (u+K)}.$$  \hspace{1cm} (3)

Hence, if we write: $u+K = w$ and $u+v = w'$, equation (3) can be written:

$$\text{sn} w' = \pm \frac{1}{k \text{sn} w},$$  \hspace{1cm} (4)

where $w' = w + v - K$.

Since $\text{dn} v$ is zero at the points: $(2n+1)K + (2m+1)K'i$, equation (4) can be written:

$$\text{sn}[w+2nK+(2m+1)K'i] = \pm \frac{1}{k \text{sn} w}.$$  \hspace{1cm} (5)

From this it follows, by setting $w = 0$, that the poles of $\text{sn} u$ are given by $2nK + (2m+1)K'i$. When $n$ is an even number, the sign is positive and when $n$ is odd, the sign is negative.

The following table gives the periods, zeros, poles, and residues for $\text{sn} u$, $\text{cn} u$, and $\text{dn} u$ within the primitive rectangle:

<table>
<thead>
<tr>
<th></th>
<th>$\text{sn} u$</th>
<th>$\text{cn} u$</th>
<th>$\text{dn} u$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Periods</td>
<td>$4K, 2iK'$</td>
<td>$4K, 2K+2iK'$</td>
<td>$2K, 4iK'$</td>
</tr>
<tr>
<td>Zeros</td>
<td>$0, 2K$</td>
<td>$K, 3K$</td>
<td>$K+iK, K+3iK'$</td>
</tr>
<tr>
<td>Poles</td>
<td>$iK', 2K+iK'$</td>
<td>$iK', 2K+iK'$</td>
<td>$iK', 3iK'$</td>
</tr>
<tr>
<td>Residues</td>
<td>$1/k, -1/k$</td>
<td>$-i/k, i/k$</td>
<td>$-i, i$</td>
</tr>
</tbody>
</table>
15. The Zeta Elliptic Function of Jacobi

Let us now write

\[ E(\phi, k) = \int_{0}^{\phi} \Delta(\phi, k) d\phi = \int_{0}^{u} \text{dn}^2 u \, du = E(u), \]  

(1)

where, as previously, \( u = F(\phi, k) \). The function \( E(u) \), thus associated with the elliptic integral of second kind, is an elliptic function. Since \( \phi = \text{am} u \), we see that we can write (1) in the form:

\[ E(u) = E(\text{am} u, k). \]

(2)

Unfortunately \( E(u) \) is not periodic in either \( 2K \) or \( 2K' \), so Jacobi, who first studied it, found it more convenient to introduce the following new function:

\[ Z(u) = E(u) - uE/K, \]

(3)

where \( K \) and \( E \) are respectively the complete elliptic functions of first and second kind. The function \( Z(u) \), called the Zeta elliptic function of Jacobi, is singly periodic of period \( 2K \).

By methods which are straightforward, but somewhat complicated, one can show that both \( E(u) \) and \( Z(u) \) have the following addition formulas:

\[ E(u + v) = E(u) + E(v) - k^2 \text{sn} u \text{sn} v \text{sn}(u + v), \]
\[ Z(u + v) = Z(u) + Z(v) - k^2 \text{sn} u \text{sn} v \text{sn}(u + v). \]

(4)

From the second of these we have

\[ Z(u + 2K) = Z(u), \]

(5)

which follows from the equations:

\[ E(2K) = E(\pi, k^2) = 2E, \quad Z(2K) = E(2K) - 2E = 0, \]
\[ Z(u + 2K) - Z(u + 2K) = 0. \]

**PROBLEMS**

1. Show that \( Z(u + 2K) = Z(u) - \pi i/K \).
2. Prove that

\[ \frac{dZ}{du} = \text{dn}^2 u - E/K, \quad \frac{d^2Z}{du^2} = -2k^2 \text{sn} u \text{cn} u \text{dn} u. \]

3. Verify the following integral:

\[ \int \frac{du}{\text{sn}^2 u} = u \, Z'(0) - Z(u) - \frac{\text{cn} u \, \text{dn} u}{\text{sn} u} + C. \]

4. Show by differentiation that

\[ \int \text{dn}^2 u \, du = u + \text{dn} u \, \text{tn} u - \int \left( \frac{\text{dn} u}{\text{cn} u} \right)^2 du. \]
5. Establish the identity

\[ E(iu,k) = i \int \left[ \frac{dn(u,k')}{en(u,k')} \right] \, du, \]

and then, by the formula in Problem 4, prove that

\[ E(iu,k) = i[u + dn(u,k') \cdot tn(u,k') - E(u,k')]. \]

6. Use the result of Problem 5 to show that

\[ E(2iK,k) = 2i(K' - E'). \]

7. Show that

\[ E(u + 2K + 2iK') = E(u) + 2E + 2i(K' - E'). \]

8. Establish the identity

\[ sn^2(iu,k) + sn^2(u,k') = sn^2(iu,k)sn^2(u,k'). \]

16. The Elliptic Functions of Weierstrass

Directed in his approach by the expansion

\[ \frac{1}{\sin^2 x} = \sum_{n=-\infty}^{\infty} \frac{1}{(x - n\pi)^2}. \]

(1)

Karl Weierstrass (1815–97) defined a new function, denoted by the symbol, \( \wp(x) \), by means of the following series:

\[ \wp(x) = \frac{1}{x^2} + \sum_{m,n} \left( \frac{1}{(x - 2m\omega - 2n\omega')^2} - \frac{1}{(2m\omega + 2n\omega')^2} \right). \]

(2)

The summation is taken over all positive and negative integral values of \( m \) and \( n \), including zero, except when \( m \) and \( n \) are simultaneously zero. The quantities \( \omega \) and \( \omega' \) are two numbers the ratio of which is not real.

In order to relate this function to the Jacobi elliptic functions which we have just described, let us write

\[ u = \wp(x). \]

(3)

It can then be shown that the relationship between \( x \) and \( u \) can be expressed as the elliptic integral:

\[ x = \int_u^\infty \frac{ds}{\sqrt{R}} = \wp^{-1}(u), \]

(4)

where we write in customary notation

\[ R = 4s^3 - g_2s - g_3 = 4(s - e_1)(s - e_2)(s - e_3). \]

(5)
The relationship between the parameters $g_2$, $g_3$ and the quantities $e_1$, $e_2$, $e_3$ is readily expressed by the following equations:

$$e_1+e_2+e_3=0, \quad e_1e_2+e_1e_3+e_2e_3=-\frac{1}{4}g_2, \quad e_1e_2e_3=-\frac{1}{4}g_3.$$  \hfill (6)

The differential equation satisfied by $\wp(x)$ is readily obtained by differentiating (4), from which we get

$$\left(\frac{du}{dx}\right)^2=4u^2-g_2u-g_3.$$  \hfill (7)

When it is necessary to exhibit the values of the parameters explicitly, $\wp(x)$ is customarily written: $\wp(x, g_2, g_3)$.

In order to connect the Weierstrass function with the Jacobi elliptic functions, we shall now establish the following identity:

$$\wp(x) = e_3 + \frac{e_1-e_3}{\text{sn}^2(\lambda x, k)},$$  \hfill (8)

where we write

$$\lambda^2 = e_1-e_3, \quad k^2 = \frac{e_2-e_3}{e_1-e_3}.$$  \hfill (9)

Writing equation (8) in the simpler form: $u = e_3 + (e_1-e_3) \text{sn}^{-2}\lambda x$, and making use of the formulas in Sections 9 and 10, we compute and simplify $(du/dx)^2$ as follows:

$$\left(\frac{du}{dx}\right)^2 = \frac{4(e_1-e_3)^2\lambda^2}{\text{sn}^6\lambda x} \text{cn}^2\lambda x \text{dn}^2\lambda x,$$

$$= \frac{4(e_1-e_3)^2\lambda^2}{\text{sn}^6\lambda x} (1-\text{sn}^2\lambda x)(1-k^2\text{sn}^2\lambda x),$$

$$= \frac{4(e_1-e_3)^2\lambda^2}{\text{sn}^6\lambda x} \left(\frac{1}{\text{sn}^2\lambda x}-1\right) \left(\frac{1}{\text{sn}^2\lambda x}-k^2\right),$$

$$= 4(e_1-e_3)^{-1}\lambda^2(u-e_3) \left(\frac{e_1-e_3}{\text{sn}^2\lambda x} - e_1 + e_3\right) \left[\frac{e_1-e_3}{\text{sn}^2\lambda x} - k^2(e_1-e_3)\right],$$

$$= 4(e_1-e_3)^{-1}\lambda^2(u-e_3)(u-e_1)(u-e_3-k^2(e_1-e_3)).$$

If $\lambda$ and $k$ are now defined by (9), then we obtain the equation:

$$\left(\frac{du}{dx}\right)^2 = 4(u-e_1)(u-e_2)(u-e_3)=4u^2-g_2u-g_3.$$  \hfill (10)

The general solution of this equation is $u=\wp(x+c)$, where $c$ is an arbitrary constant. This fact leads to the interesting and often useful conclusion that $\wp(x)$ can be written as follows:

$$\wp(x) = e_3 + (e_2-e_3) \text{sn}^2(\lambda x, k).$$  \hfill (11)
This results from equation (4) of Section 14, where it was shown that a linear transformation of the variable $w$ in $1/{\text{sn}} \ w$ changes this function into $k \ \text{sn} \ w'$. It is obvious that the variable $x$ in (11) is different from that in (8), but both $\lambda$ and $k$ have the values given in (9).

From equation (8) we are immediately able to deduce the existence of the half-periods $\omega$ and $\omega'$, such that

$$\vartheta(x + 2\omega) = \vartheta(x), \quad \vartheta(x + 2\omega') = \vartheta(x). \quad (12)$$

Since the periods of $\text{sn}^2 \ z$ are $2K$ and $2iK'$, the values of $\omega$ and $\omega'$ in terms of them are found from the equations: $\lambda \omega = K$ and $\lambda \omega' = iK'$, that is,

$$\omega = \frac{K}{\sqrt{e_1 - e_3}} \quad \text{and} \quad \omega' = \frac{iK'}{\sqrt{e_1 - e_3}}. \quad (13)$$

The corresponding values of $\vartheta(\omega)$, $\vartheta(\omega + \omega')$, and $\vartheta(\omega')$ are obtained by use of the special values of $\text{sn} \ z$ given in (13), Section 12. We thus find

$$\vartheta(\omega) = e_1, \quad \vartheta(\omega + \omega') = e_2, \quad \vartheta(\omega') = e_3. \quad (14)$$

It is also useful to be able to express the Jacobi elliptic functions in terms of $u = \vartheta(x)$. This is accomplished by solving equation (8) for $\text{sn}(\lambda x, k)$. We thus obtain

$$\text{sn}(\lambda x, k) = \frac{\sqrt{e_1 - e_3}}{\sqrt{u - e_3}} \quad (15)$$

and similarly for $\text{cn}(\lambda x, k)$ and $\text{dn}(\lambda x, k)$:

$$\text{cn}(\lambda x, k) = \frac{\sqrt{u - e_1}}{\sqrt{u - e_3}}, \quad \text{dn}(\lambda x, k) = \frac{\sqrt{u - e_2}}{\sqrt{u - e_3}}. \quad (16)$$

Two other matters are of interest in connection with the analysis just given. The first of these relates to the equation which determines values of $k^2$ in terms of $g_2$ and $g_3$. To obtain this equation we must evaluate $e_1$, $e_2$, and $e_3$ as functions of $\lambda$ and $k$. This is accomplished by means of the following equations:

$$e_1 + e_2 + e_3 = 0, \quad e_1 - e_3 = \lambda^2, \quad k^2 e_1 - e_2 + (1 - k^2) e_3 = 0, \quad (17)$$

where the first is from (6) and the other two from (9).

We thus obtain explicitly,

$$e_1 = \frac{1}{3} \lambda^2 (2 - k^2), \quad e_2 = \frac{1}{3} \lambda^2 (2k^2 - 1), \quad e_3 = -\frac{1}{3} \lambda^2 (k^2 + 1). \quad (18)$$

When these values are substituted in the equations

$$e_1 e_2 + e_1 e_3 + e_2 e_3 = -\frac{1}{4} g_2, \quad e_1 e_2 e_3 = \frac{1}{4} g_3, \quad (19)$$
there results

\[
\frac{1}{9} \lambda^4 (1 - k^2 + k^4) = \frac{1}{12} g_2,
\]

\[
\frac{1}{27} \lambda^6 (1 + k^2) (2 - k^2) (1 - 2k^2) = \frac{1}{4} g_3.
\]  

(20)

Eliminating \( \lambda \) between these equations, we obtain

\[
108 \ g_3^2 (1 - k^2 + k^4) = g_2^3 (1 + k^2) (2 - k^2) (1 - 2k^2),
\]  

(21)

where \( g_2 \) and \( g_3 \) are assumed \( \neq 0 \).

If \( g_2 = 0 \), \( g_3 \neq 0 \), then \( k^2 \) satisfies the equation:

\[
1 - k^2 + k^4 = 0,
\]  

(22)

and if \( g_3 = 0 \), \( g_2 \neq 0 \), then \( k^2 \) has the values, \(-1, 2, \) and \( 1/2 \).

The second matter refers to the periods \( 2 \omega \) and \( 2 \omega' \) defined by (13). Since these are numbers whose ratio is not real, we can form from them what is called the period parallelogram. Thus, representing \( 2 \omega \) and \( 2 \omega' \) graphically as shown in Figure 3, we see that \( 2(\omega + \omega') \) forms with them and the origin a parallelogram. By adjoining the sum of multiples of \( 2 \omega \) and \( 2 \omega' \), namely, \( 2m \omega + 2n \omega' \), to the plane, we can construct a net of congruent parallelograms. Within each of
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these the properties of \( \wp(x) \) are identical by virtue of the periodic properties given in equations (12).

Although we have already given explicit values for the half-periods in (13), there is some interest in evaluating them directly from the fundamental integral (4). Referring to (14), we see that \( \omega, \omega + \omega' \), and \( \omega' \) are defined respectively by the following integrals:

\[
\omega = \int_{\epsilon_1}^{\infty} \frac{ds}{\sqrt{R}}, \quad \omega + \omega' = \int_{\epsilon_2}^{\infty} \frac{ds}{\sqrt{R}}, \quad \omega' = \int_{\epsilon_3}^{\infty} \frac{ds}{\sqrt{R}}. \tag{23}
\]

For simplicity in the argument, we shall assume that \( \epsilon_1, \epsilon_2, \) and \( \epsilon_3 \) are real, and that \( \epsilon_1 > \epsilon_2 > \epsilon_3 \). We now make the transformation:

\[
s = e_3 + (e_1 - e_3)/x^2, \tag{24}
\]

from which it follows, observing (5), that we have

\[
\omega = \int_{\epsilon_1}^{\infty} \frac{ds}{\sqrt{R}} = \frac{1}{\lambda} \int_0^1 \frac{dx}{\sqrt{(1-x^2)(1-k^2x^2)}} = K/\lambda, \tag{25}
\]

where \( \lambda \) and \( k^2 \) are defined by (9). A similar analysis applies to the evaluation of \( \omega' \).

We shall consider more explicitly one case of special interest, namely, when \( g_2 \) and \( g_3 \) are both real constants.* Since one of the roots is real, we shall assume that this is \( e_2 \) and write \( R \) in the following form:

\[
R = 4(s-e_2)\{ (s-m)^2 + n^2 \}, \tag{26}
\]

where we abbreviate: \( m = -\frac{1}{2} e_2, \) \( g_2 = 3e_2^2 - 4n^2, \) \( g_3 = e_2^3 + 4n^2e_2. \)

If we now define a constant \( H \) as follows:

\[
H = (e_2 - m)^2 + n^2 = \frac{9}{4} e_2^2 + n^2, \tag{27}
\]

then \( u \), as given by (4), can be written in the form:

\[
u = \int_{\infty}^{s} \frac{ds}{\sqrt{R}} = \frac{1}{2\sqrt{H}} \csc^{-1} \left\{ \frac{s - e_2 - H}{s - e_2 + H} \right\} k, \tag{28}\]

where \( kk' = n/(2H) \).

Setting \( s = e_2 \), we then obtain the real period: \( \Omega = 2\Omega_2 \), where we have

\[
\Omega_2 = \omega + \omega' = \frac{1}{2\sqrt{H}} \csc^{-1}(-1,k) = \frac{1}{2\sqrt{H}} F(\pi,k) = \frac{1}{\sqrt{H}} K, \tag{29}
\]

where \( K \) is the complete elliptic integral corresponding to \( k \).  

---

As an example, let us consider what has been called the \textit{equianharmonic case}, where \( g_2 = 0 \). We then have \( e_2 = a^{3/5} g_3 \), where \( a = 1/\sqrt[3]{4} \). Since \( n^2 = \frac{3}{4} e_2^2 \) and \( H^2 = 3e_2^2 \), we find \( k^2 = \frac{1}{2} - \frac{1}{4} \sqrt{3} \) and \( k = (\sqrt{3} - 1)/(2\sqrt{2}) \).

Since \( \alpha = k \), this gives \( \alpha = 15^\circ \).

Hence the desired half-period has the following value:

\[
\Omega_2 = \sqrt{2K(15^\circ)} / (\sqrt[4]{g_3} \sqrt{3}) = (1/\sqrt{g_3}) 1.52995 4037.
\]

\[\text{(30)}\]

\textbf{The Functions } \( \zeta(x) \) \text{ and } \( \sigma(x) \).

In addition to \( \wp(x) \), Weierstrass introduced two additional functions denoted respectively by \( \zeta(x) \) and \( \sigma(x) \). The first of these is defined by the equation

\[
\frac{d}{dx} \zeta(x) = -\wp(x),
\]

\[\text{(31)}\]

together with the condition,

\[
\lim_{x \to 0} \left[ \zeta(x) - \frac{1}{x} \right] = 0.
\]

\[\text{(32)}\]

This function has a quasi-periodicity given by the equations:

\[
\zeta(x + 2\omega) = \zeta(x) + 2\zeta(\omega),
\]
\[
\zeta(x + 2\omega') = \zeta(x) + 2\zeta(\omega').
\]

\[\text{(33)}\]

The second function was similarly defined by the equation:

\[
\frac{d}{dx} \log \sigma(x) = \zeta(x),
\]

\[\text{(34)}\]

together with the condition:

\[
\lim_{x \to 0} \left[ \frac{\sigma(x)}{x} \right] = 1.
\]

\[\text{(35)}\]

This function also has a quasi-periodicity as follows:

\[
\sigma(x + 2\omega) = -e^{2\eta(x + \omega)} \sigma(x),
\]
\[
\sigma(x + 2\omega') = -e^{2\eta'(x + \omega')} \sigma(x),
\]

\[\text{(36)}\]

where we write: \( \eta = \zeta(\omega), \eta' = \zeta(\omega') \).

THETA FUNCTIONS

17. Theta Functions

Any study of elliptic functions would be incomplete which did not contain some account of the theory of Theta functions. These functions were first developed systematically by C. G. J. Jacobi in his treatise Fundamenta nova theoriae functionum ellipticarum, which we have mentioned earlier in Section 8. Such functions had appeared previously in connection with the partition function of Euler, * namely,

\[ \pi \prod_{n=1}^{\infty} \left(1 - x^{n}z\right)^{-1}, \]

and in Fourier's analytical theory of heat (1822). But it was reserved to Jacobi to give an almost complete account of their properties.

Four principal Theta functions have been recognized and these are defined by means of the following series:

\[ \theta_{1}(x,q) = 2q^{\frac{1}{4}} (\sin x - q^2 \sin 3x + q^4 \sin 5x - q^{12} \sin 7x + \ldots), \]

\[ = 2 \sum_{n=0}^{\infty} (-1)^{n} q^{(n+\frac{1}{2})^{2}} \sin (2n+1)x; \]  

\[ \theta_{2}(x,q) = 2q^{\frac{1}{4}} (\cos x + q^2 \cos 3x + q^4 \cos 5x + q^{12} \cos 7x + \ldots), \]

\[ = 2 \sum_{n=0}^{\infty} q^{(n+\frac{1}{2})^{2}} \cos (2n+1)x; \]  

\[ \theta_{3}(x,q) = 1 + 2q \cos 2x + 2q^4 \cos 4x + 2q^6 \cos 6x + \ldots, \]

\[ = 1 + 2 \sum_{n=1}^{\infty} q^n \cos 2nx; \]  

\[ \theta_{4}(x,q) = 1 - 2q \cos 2x + 2q^4 \cos 4x - 2q^6 \cos 6x + \ldots, \]

\[ = 1 + 2 \sum_{n=1}^{\infty} (-1)^{n} q^n \cos 2nx. \]  

In these functions \( q \) is assumed to be a number lying within the unit circle so that \( |q| < 1 \). It can be represented conveniently in the form

\[ q = e^{\tau}, \]

where \( \tau \) is a complex number of the form: \( \tau = r + si \), in which \( s > 0 \).

It is sometimes convenient to represent these functions in terms of a single variable, in which case we shall use the notation:

\[ \theta_{i}(x) = \theta_{i}(x,q). \]  

* Introductio in Analyzin Infinitorum, Lausanne, 1748, I, 304.
With this understanding, we can define the functions at $x=0$ as follows:

\[
\theta_2(0) = 2q^{\frac{1}{4}}(1 + q^2 + q^6 + q^{12} + q^{20} + \ldots) = 2q^{\frac{1}{4}} \sum_{n=0}^{\infty} q^{n^2+n};
\]

\[
\theta_3(0) = 1 + 2q + 2q^4 + 2q^9 + 2q^{16} + \ldots = 1 + 2 \sum_{n=1}^{\infty} q^{n^2};
\]

\[
\theta_4(0) = 1 - 2q + 2q^4 - 2q^9 + 2q^{16} - \ldots = 1 + 2 \sum_{n=1}^{\infty} (-1)^n q^{n^2}. \quad (7)
\]

When it is desirable to express the Theta functions as functions of \( \tau \) instead of \( q \), one can use the notation: \( \theta_1(x|\tau) \), \( \theta_2(x|\tau) \), etc.

Certain properties of the functions are readily deduced from the series. Thus we see that \( \theta_1(x) \) is an odd function, but that \( \theta_2(x) \), \( \theta_3(x) \), and \( \theta_4(x) \) are even functions. One verifies also that

\[
\theta_m(x + \pi) = A_m \theta_m(x), \quad \theta_m(x + \pi \tau) = B_m \frac{1}{q} e^{-2i\pi} \theta_m(x), \quad (8)
\]

where: \( A_1 = A_2 = -1, A_3 = A_4 = 1, B_1 = B_4 = -1, B_2 = B_3 = 1 \).

Introducing the notation \( Q = q^{1/4} e^{i\pi} \), one can show that the following relationships exist between the four Theta functions:

\[
\theta_1(x) = -\theta_2 \left( x + \frac{1}{2} \pi \right) = -iQ \theta_3 \left( x + \frac{1}{2} \pi + \frac{1}{2} \pi \tau \right) = -iQ \theta_4 \left( x + \frac{1}{2} \pi \tau \right),
\]

\[
\theta_2(x) = Q \theta_3 \left( x + \frac{1}{2} \pi \tau \right) = Q \theta_4 \left( x + \frac{1}{2} \pi + \frac{1}{2} \pi \tau \right) = \theta_1 \left( x + \frac{1}{2} \pi \right),
\]

\[
\theta_3(x) = \theta_4 \left( x + \frac{1}{2} \pi \right) = \theta_1 \left( x + \frac{1}{2} \pi + \frac{1}{2} \pi \tau \right) = Q \theta_2 \left( x + \frac{1}{2} \pi \tau \right),
\]

\[
\theta_4(x) = -iQ \theta_1 \left( x + \frac{1}{2} \pi \tau \right) = iQ \theta_2 \left( x + \frac{1}{2} \pi + \frac{1}{2} \pi \tau \right) = \theta_3 \left( x + \frac{1}{2} \pi \right). \quad (9)
\]

These identities, although not quite obvious, can be established readily. Thus, observing that we can write

\[
\theta_4(x) = 1 + \sum_{n=1}^{\infty} (-1)^n q^n (e^{2nix} + e^{-2nix}),
\]

we have

\[
-iQ \theta_4(x + \frac{1}{2} \pi \tau) = -iQ \left[ 1 + \sum_{n=1}^{\infty} (-1)^n (q^{n^2 + n} e^{2nix} + q^{n^2 - n} e^{-2nix}) \right],
\]

\[
= -i Q^4 \left[ (e^{ix} - e^{-ix}) + \sum_{n=1}^{\infty} (-1)^n q^{n^2+n} e^{2nix+ix} \right.
\]

\[
\left. + \sum_{n=1}^{\infty} (-1)^{n+1} q^{(n+1)^2} - (n+1)^2 e^{-2(n+1)ix + ix} \right],
\]

\[
= 2q^{\frac{1}{4}} \sin x - iq^{\frac{1}{4}} \sum_{n=1}^{\infty} (-1)^n q^{n^2+n} [e^{(2n+1)ix} - e^{-(2n+1)ix}],
\]

\[
= 2 \sum_{n=0}^{\infty} (-1)^n q^{(n+\frac{1}{2})^2} \sin (2n+1)x. \quad (10)
\]
We have thus shown that $\theta_1(x) = -iQ \theta_4(x + \frac{1}{2} \pi \tau)$, and the other identities can be similarly established.

A large number of relationships have been discovered between the four functions, among which the following identities will be of special use to us:

$$\theta_1^2(x) \theta_4^2(0) = \theta_8^2(x) \theta_8^2(0) - \theta_2^2(x) \theta_6^2(0),$$

$$\theta_2^2(x) \theta_4^2(0) = \theta_8^2(x) \theta_6^2(0) - \theta_2^2(x) \theta_8^2(0),$$

$$\theta_3^2(x) \theta_4^2(0) = \theta_8^2(x) \theta_6^2(0) - \theta_4^2(x) \theta_2^2(0),$$

$$\theta_4^2(x) \theta_4^2(0) = \theta_8^2(x) \theta_6^2(0) - \theta_4^2(x) \theta_2^2(0). \quad (11)$$

For the derivation of these and other relationships the reader is referred to treatises on the subject. Modern methods of proof depend usually upon the application of theorems in the theory of functions of a complex variable, but the identities were derived originally by Jacobi from purely algebraic arguments.

If we denote by $G$ the infinite product

$$G = (1 - q^3)(1 - q^4)(1 - q^6) \ldots,$$

then the Theta functions can be expressed as the following infinite products:

$$\theta_1(x) = 2Gq^{1/4} \sin x \prod_{n=1}^{\infty} (1 - 2q^{2n} \cos 2x + q^{4n}),$$

$$\theta_2(x) = 2Gq^{1/4} \cos x \prod_{n=1}^{\infty} (1 + 2q^{2n} \cos 2x + q^{4n}),$$

$$\theta_3(x) = G \prod_{n=1}^{\infty} (1 + 2q^{2n-1} \cos 2x + q^{4n-2}),$$

$$\theta_4(x) = G \prod_{n=1}^{\infty} (1 - 2q^{2n-1} \cos 2x + q^{4n-2}). \quad (13)$$

The zeros of the Theta functions are obtained from equations (9). For example, from these we have the following identity:

$$\theta_1(x) = -iQ^2 \theta_1(x + \pi + \pi \tau),$$

and thus, if $x_0$ is any zero of $\theta_1(x)$, so also is $x_0 + \pi + \pi \tau$.

More generally, by the same argument, it can be shown that if $x_0$ is any zero of any one of the Theta functions, then

$$z = x_0 + m\pi + n\pi \tau, \quad (15)$$

is also a zero for any integral values of $m$ and $n$. 
Since $x_0 = 0$ is a zero of $\theta_1(x)$, it follows from the first relations in (9) that $\frac{1}{2} \pi, \frac{1}{2} \pi + \frac{1}{2} \pi \tau$, and $\frac{1}{2} \pi \tau$ are primitive zeros respectively of $\theta_4(x)$, $\theta_6(x)$, and $\theta_8(x)$.

18. The Differential Equation of the Theta Functions

The relationships which exist between both the elliptic integrals and the elliptic functions, which we have described in earlier sections, and the Theta functions are obtained most readily by means of the following identity:

$$\frac{d}{dx} \left( \frac{\theta_4(x)}{\theta_6(x)} \right) = \frac{\theta_4(0)}{\theta_8(0)} \frac{\theta_2(x)}{\theta_6(x)} \cdot \frac{\theta_6(x)}{\theta_4(x)}.$$  \hspace{1cm} (1)

The derivation of this equation is difficult and the reader is referred for it to treatises on the Theta function.

If we now make use of the abbreviation:

$$y = \frac{\theta_1(x)}{\theta_4(x)},$$ \hspace{1cm} (2)

square both members of (1), and replace $\theta_2^2(x)$, $\theta_6^2(0)$ and $\theta_4^2(x)$, $\theta_8^2(0)$ respectively by $\theta_2^2(x)$, $\theta_6^2(0) - \theta_1^2(x)$, $\theta_8^2(0)$ and $\theta_4^2(x)$, $\theta_8^2(0) - \theta_1^2(x)$, $\theta_2^2(0)$, obtained from equations (11) of Section 17, we derive the following differential equations:

$$\left( \frac{dy}{dx} \right)^2 = [\theta_2^2(0) - y^2 \theta_6^2(0)] [\theta_8^2(0) - y^2 \theta_2^2(0)].$$ \hspace{1cm} (3)

Making use of the transformation:

$$z = \frac{\theta_3(0)}{\theta_2(0)} y, \quad u = \theta_6^2(0) x,$$ \hspace{1cm} (4)

and employing the abbreviation:

$$k = \frac{\theta_2^2(0)}{\theta_6^2(0)},$$ \hspace{1cm} (5)

we obtain equation (3) in the canonical form:

$$\left( \frac{dz}{du} \right)^2 = (1 - z^2) (1 - k^2 z^2).$$ \hspace{1cm} (6)
Since this equation has the solution: \( z = \text{sn}(u, k) \), and also the solution defined by (2) and (4), we achieve the desired relationship between the Jacobi elliptic sine and the Theta functions as follows:

\[
\text{sn}(u, k) = \frac{\theta_4(0) \theta_1[u/\theta_4^2(0)]}{\theta_3(0) \theta_4[u/\theta_3^2(0)]}.
\]  

(7)

That the arbitrary constant which enters linearly with \( u \) in the solution of (6) has been properly determined is seen from the fact that both sides of (7) equal 0 when \( u = 0 \).

Observing the equations: \( cn^2 u = 1 - z^2 \) and \( dn^2 u = 1 - k^2 z^2 \), and making use of the relationships between the Theta functions given in (11) of Section 17, one readily obtains the following formulas:

\[
\text{cn}(u, k) = \frac{\theta_4(0) \theta_2(v)}{\theta_3(0) \theta_4(v)}, \quad \text{dn}(u, k) = \frac{\theta_4(0) \theta_3(v)}{\theta_3(0) \theta_4(v)},
\]

(8)

where \( v = u/\theta_3^2(0) \).

It is often useful to express \( k' \) in terms of Theta functions, the desired formula being the following:

\[
k' = \frac{\theta_2^2(0)}{\theta_3^2(0)}.
\]

(9)

This is readily derived by observing that

\[
k'^2 = 1 - k^2 = \frac{\theta_3^2(0) - \theta_4^2(0)}{\theta_3^2(0)}.
\]

(10)

If we now set \( x = 0 \) in the last formula of (11), Section 17, we obtain the identity:

\[
\theta_1(t) = \theta_3^2(0) - \theta_2^2(0),
\]

(11)

from which (9) follows as an immediate consequence.

The values of \( K \) and \( K' \) have the following equivalent forms in terms of Theta functions:

\[
K = \frac{1}{2} \pi \theta_3^2(0), \quad K' = -\frac{1}{2} \pi i \theta_3^2(0),
\]

(12)

from which it follows that

\[
K'/K = -i \tau, \quad q = e^{-\pi K'/K}.
\]

(13)

Formulas (12) following immediately from (7) by observing that the periods of \( \text{sn}(u, k) \) are \( 4K \) and \( 2K'i \) and that the corresponding periods of \( \theta_1(v)/\theta_4(v) \), given by (8) of Section 17, are \( 2 \pi \) and \( \pi \tau \). Hence we equate: \( 2K/\theta_3^2(0) = \pi \), and \( 2K'i/\theta_3^2(0) = \pi \tau \).
From these formulas one now has the following series, which are useful for the computation of the periods as well as \( k \) and \( k' \) when \( q \) is given:

\[
\left(\frac{2K}{\pi}\right)^{\frac{1}{2}} = \theta_3(0) = 1 + 2q + 2q^4 + 2q^6 + \ldots,
\]

\[
\left(\frac{2kK}{\pi}\right)^{\frac{1}{2}} = \theta_2(0) = 2q^4(1 + q^2 + q^4 + q^6 + \ldots),
\]

\[
\left(\frac{2k'K}{\pi}\right)^{\frac{1}{2}} = \theta_4(0) = 1 - 2q + 2q^4 - 2q^6 + \ldots.
\]

\[K' = -\frac{K}{\pi} \log q.\]

**PROBLEMS**

1. Given \( q = \frac{1}{2} \), find the values of \( k \), \( K \), and \( K' \).
2. If \( K = 3 \), invert the first equation in (14) to estimate \( q \). Use this value to find \( k \) and \( K' \).
3. Defining \( \tau' \) by the equation: \( \tau \tau' = -1 \), establish the following:

\[
\theta_1(x|\tau) = -iF(x)\theta_1(x\tau'|\tau'), \quad \theta_2(x|\tau) = F(x)\theta_2(x\tau'|\tau'),
\]

\[
\theta_3(x|\tau) = F(x)\theta_3(x\tau'|\tau'), \quad \theta_4(x|\tau) = F(x)\theta_4(x\tau'|\tau'),
\]

where we write: \( F(x) = (-i\tau)^{-1/2} \exp (i\tau'x^2/\pi) \).
4. Use the results of Problem 3 to prove that

\[\text{sn}(iu,k) = i \text{tn}(u,k').\]

**19. Representation of the Jacobi Elliptic Functions as Fourier Series**

From the results of the preceding section we are now able to give a representation of the Jacobi elliptic functions as Fourier series. Since \( \theta_3(0) = 2K/\pi \), from which it follows that \( u/\theta_3(0) = \pi u/2K \), we shall adopt the following notation:

\[v = \frac{\pi}{2K} u.\]  

(1)

In terms of the variable \( v \), we can then write the following expansions:

\[\text{sn}(u,k) = \frac{\theta_3(0)}{\theta_2(0)} \frac{\theta_1(v)}{\theta_4(v)} = \left[1 + 2q + 2q^4 + 2q^6 + \ldots\right]\left[\sin v - q^2 \sin 3v + q^4 \sin 5v - \ldots\right].\]

\[\frac{1 + q^2 + q^4 + q^6 + \ldots}{1 - 2q \cos 2v + 2q^4 \cos 4v - \ldots};\]

(2)
\[
\begin{align*}
\text{cn}(u, k) &= \frac{\theta_4(0)}{\theta_2(0)} \frac{\theta_3(v)}{\theta_4(v)}, \\
&= \left[ 1 - 2g + 2g^4 - 2g^9 + \ldots \right] \left[ \frac{\cos v + q^2 \cos 3v + q^6 \cos 5v + \ldots}{1 - 2g \cos 2v + 2q^4 \cos 4v - \ldots} \right]; \\
\text{dn}(u, k) &= \frac{\theta_4(0)}{\theta_2(0)} \frac{\theta_3(v)}{\theta_4(v)}, \\
&= \left[ 1 - 2g + 2g^4 - 2g^9 + \ldots \right] \left[ \frac{1 + 2g \cos 2v + 2q^4 \cos 4v + \ldots}{1 - 2g \cos 2v + 2q^4 \cos 4v - \ldots} \right].
\end{align*}
\]

(3)

(4)

This representation of the elliptic functions as the ratios of Fourier series suggests the possibility of representing them as single Fourier series. That this is, indeed, the case is readily seen from the second ratio of (2). If we write the denominator in the form: \(1 - 2z\), where we use the abbreviation:

\[z = \cos 2v - q^3 \cos 4v + q^6 \cos 6v - \ldots, \tag{5}\]

then the ratio itself can be written as the following product:

\[(\sin v - q^2 \sin 3v + q^5 \sin 5v - \ldots)(1 + 2qz + 4q^2z^2 + 8q^3z^3 + \ldots). \tag{6}\]

Since both powers of \(\cos n\nu\) and such products as \(\cos n\nu \times \cos m\nu\) can be reduced to the linear sums of cosines of the form \(\cos (a\nu + b\nu)\), where \(a\) and \(b\) are integers (or zero), it is seen that, at least formally, the second term in (6) can be reduced to a Fourier series in cosines. Since, furthermore, the product \(\sin m\nu \cos n\nu\) is reducible to the sum of two sine terms, the product given by (6) can be reduced formally to the sum of terms of the form \(\sin pv\), that is to say, to a Fourier series in sines. The same argument applies to (3) and (4), both of which reduce formally to Fourier series in cosine terms.

The explicit expansions are as follows:

\[
\begin{align*}
\text{sn}(u, k) &= \frac{2\pi}{Kk} \sum_{n=0}^{\infty} \frac{q^{n+1/2}}{1 - q^{2n+1}} \sin (2n+1)v, \tag{7} \\
\text{cn}(u, k) &= \frac{2\pi}{Kk} \sum_{n=0}^{\infty} \frac{q^{n+1/2}}{1 + q^{2n+1}} \cos (2n+1)v, \tag{8} \\
\text{dn}(u, k) &= \frac{\pi}{2K} + \frac{2\pi}{K} \sum_{n=1}^{\infty} \frac{q^n}{1 + q^{2n}} \cos 2nv. \tag{9}
\end{align*}
\]

*The explicit derivation of these series by different methods will be found in Whittaker and Watson: Modern Analysis, p. 610, and in Greenhill: Elliptic Functions, pp. 285–286. The origin of the series is found in Jacobi’s Fundamenta Nova, p. 101.
If we write: \( v = x + iy \) and \( \tau = r + si, \ s > 0 \), then these series converge for all values of \( v \) within the strip

\[ |y| < \frac{1}{2} \pi s, \tag{10} \]

and represent the functions there. This follows from the fact that the functions, which form the left members, are analytic except at their poles and that the series converge provided \( \exp (\pm n\nu/2 + n\pi i\tau) < 1 \).

A useful form can be given to the coefficients of the harmonic terms in the three series by observing that \( q = \exp (-\pi K'/K) \). Thus, in (7), we can write the coefficient of \( \sin (2n+1)v \) as follows:

\[
\frac{2\pi}{KK'} \frac{q^{n+1/2}}{1-q^{n+1}} = \frac{\pi}{KK'} \frac{1}{\sinh \left[ \left( n+\frac{1}{2} \right) \pi K'/K \right]}.	ag{11}
\]

Similarly, the coefficients of the harmonic terms in (8) and (9) can be written respectively as follows:

\[
\frac{2\pi}{KK'} \frac{q^{n+1/2}}{1+q^{n+1}} = \frac{\pi}{KK'} \frac{1}{\cosh \left[ \left( n+\frac{1}{2} \right) \pi K'/K \right]},
\]

\[
\frac{2\pi}{K} \frac{q^n}{1+q^{2n}} = \frac{\pi}{K} \frac{1}{\cosh \left( n\pi K'/K \right)}.	ag{13}
\]

20. The Elliptic Modular Functions

Because of their importance in the practical application of the theory of elliptic functions, three quantities have been defined which are called elliptic modular functions. These are the following:

\[ f(\tau) = \frac{\theta_4(0|\tau)}{\theta_4(0|\tau)} , \quad g(\tau) = \frac{\theta_4(0|\tau)}{\theta_6(0|\tau)} , \quad h(\tau) = -\frac{f(\tau)}{g(\tau)} \tag{1} \]

where the variable \( \tau \), as previously defined, is connected with \( q \), \( K \), and \( K' \) by means of the equations:

\[ \tau = -\frac{i}{\pi} \log q = \frac{iK'}{K}. \tag{2} \]

From equations (5) and (9) of Section 18, we see that

\[ f(\tau) = k^2, \quad g(\tau) = k'^2, \quad h(\tau) = -k^2/k'^2 = -k^2/(1-k^2). \tag{3}\]
Observing that \( k^2 + k'^2 = 1 \), and that \( q = e^{i \tau} = e^{i(\tau + 2)} = -e^{i(\tau + 1)} \), we obtain the following relationships:

\[
\begin{align*}
f(\tau + 2) &= f(\tau), \quad g(\tau + 2) = g(\tau), \quad f(\tau) + g(\tau) = 1, \quad f(\tau + 1) = h(\tau). \tag{4}
\end{align*}
\]

If \( \tau' \) is defined by the equation: \( \tau \tau' = -1 \), then these equations can be supplemented by the following:

\[
\begin{align*}
f(\tau') &= g(\tau), \quad g(\tau') = f(\tau). \tag{5}
\end{align*}
\]

By means of equations (13), Section 17, the modular functions are readily expressed as the following infinite products in terms of the variable \( q \):

\[
\begin{align*}
f(\tau) &= 16q \left[ \frac{(1+q^3)(1+q^4)(1+q^6) \cdots}{(1+q^3)(1+q^4)(1+q^6) \cdots} \right]^8; \tag{6}
g(\tau) &= \left[ \frac{(1-q^4)(1-q^5)(1-q^6) \cdots}{(1+q^3)(1+q^4)(1+q^6) \cdots} \right]^8. \tag{7}
\end{align*}
\]

Since \( f(\tau) = k^2 \), it is clear that we can write

\[
k^4 = \sqrt{2} \frac{8}{qF(q)}, \tag{8}
\]

where we employ the abbreviation:

\[
F(q) = \left[ \frac{(1+q^3)(1+q^4)(1+q^6) \cdots}{(1+q^3)(1+q^4)(1+q^6) \cdots} \right]; \tag{9}
\]

The expansion of \( F(q) \) as a power series in \( q \) has been given by L. A. Schoncke (1807–53) to the term \( q^{28} \) as follows:

\[
\begin{align*}
F(q) &= 1 - q + 2q^2 - 3q^3 + 4q^4 - 6q^5 + 9q^6 - 12q^7 + 16q^8 \\
&\quad - 22q^9 + 29q^{10} - 38q^{11} + 50q^{12} - 64q^{13} + 82q^{14} - 105q^{15} + 132q^{16} \\
&\quad - 166q^{17} + 208q^{18} - 258q^{19} + 320q^{20} - 395q^{21} + 484q^{22} - 592q^{23} \\
&\quad + 722q^{24} - 876q^{25} + 1,060q^{26} + \ldots. \tag{10}
\end{align*}
\]

By means of formulas (8) and (10) it is possible to compute \( k \) when \( q \) is given. The inverse problem, to compute \( q \) when \( k \) is given, is more difficult, and extensive analysis has been devoted to the problem associated with this inversion.

The practical method makes use of the following quantity:

\[
\epsilon = \frac{1}{2} \left( \frac{1 - \sqrt{k'}}{1 + \sqrt{k'}} \right), \tag{11}
\]

---
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which we see lies between 0 and $\frac{1}{2}$ when $k$ or $k'$ is a value between 0 and 1.

From formula (9) of Section 18 we see that $\sqrt{k'} = \theta_4(0)/\theta_3(0)$, and thus, referring to the definitions of the functions given in Section 17, we can write (11) as follows:

$$e = \frac{1}{2} \left[ \frac{\theta_3(0) - \theta_4(0)}{\theta_3(0) + \theta_4(0)} \right] = \frac{1}{2} \left[ \frac{\theta_2(0, q^4)}{\theta_3(0, q^4)} \right],$$

$$= \frac{g + q^9 + q^{25} + q^{49} + q^{61} + \ldots}{1 + 2q^4 + 2q^{16} + 2q^{36} + 2q^{64} + \ldots}. \quad (13)$$

This series is now inverted and $g$ obtained as the following series in $e$:

$$g = e^2 + 2e^5 + 15e^9 + 150e^{13} + 1,707e^{17} + 20,910e^{21} + 268,616e^{25} + \ldots, \quad (14)$$

a series which clearly converges rapidly for values of $e$ less than $\frac{1}{2}$.

If $k'$ is small, so that $e$ is close to $\frac{1}{2}$, then the convergence of (14) can be improved by using $k$ instead of $k'$ in formula (11) and computing $q'$ instead of $q$. The value of $q$ is then found from the equation:

$$\log q \cdot \log q' = \pi^2. \quad (15)$$

It is also possible to compute $q$ directly in terms of $k^3$ from a formula provided by C. Hermite (1822–1901), although usually (14), because of its rapid convergence, is to be preferred. Hermite's expansion is as follows:

$$q = a_1 k^3 + a_2 k^4 + a_3 k^5 + a_4 k^6 + a_5 k^7 + \ldots, \quad (16)$$

where we have

$$2^4 a_1 = 1, \quad 2^4 a_2 = 1, \quad 2^{10} a_3 = 21, \quad 2^{11} a_4 = 31, \quad 2^{19} a_5 = 6,257, \quad 2^{20} a_6 = 10,293,$$

$$2^{25} a_7 = 279,025, \quad 2^{26} a_8 = 483,127, \quad 2^{36} a_9 = 435,506,703,$$

$$2^{37} a_{10} = 776,957,575, \quad 2^{42} a_{11} = 22,417,045,555, \quad 2^{48} a_{12} = 40,784,671,953.$$

The numerical values of these coefficients to ten significant figures are given in the following table:

$$\begin{align*}
a_1 &= 0.062500 \ 00000, \quad a_5 &= 0.0119342 \ 80396, \quad a_9 &= 0.0063374 \ 56623, \\
a_2 &= 0.031250 \ 00000, \quad a_6 &= 0.0098161 \ 69739, \quad a_{10} &= 0.0056531 \ 10384, \\
a_3 &= 0.020507 \ 81250, \quad a_7 &= 0.0083155 \ 93004, \quad a_{11} &= 0.0050970 \ 46040, \\
a_4 &= 0.015136 \ 71875, \quad a_8 &= 0.0071991 \ 53304, \quad a_{12} &= 0.0046366 \ 80382.
\end{align*}$$

*Oeuvres, Vol. 4, pp. 470-487.*
21. Solution of the Quintic Equation By Modular Functions

An instructive application of the modular functions is found in the solution of the quintic equation:

\[ z^5 + a_1z^4 + a_2z^3 + a_3z^2 + a_4z + a_5 = 0. \]  

(1)

By means of a Tschirnhausen transformation* it is possible to reduce (1) to the canonical form:

\[ x^5 - x - a = 0. \]  

(2)

How this is actually done will not concern us here, since the transformation involves algebraic processes of considerable complexity. Fundamentally, however, only square and cube roots are used in the reduction.

For this equation Hermite found a very elegant solution in terms of the modular functions as follows:†

Introducing the functions

\[ \phi(\tau) = \sqrt[8]{k} = \sqrt[8]{f(\tau)}, \quad \psi(\tau) = \sqrt[8]{k'} = \sqrt[8]{g(\tau)}, \]  

(3)

Hermite defined

\[ \Phi(\tau) = \phi(5\tau) + \phi\left(\frac{\tau}{5}\right) - \phi\left(\frac{\tau + 16}{5}\right) - \phi\left(\frac{\tau + 4 \cdot 16}{5}\right) - \phi\left(\frac{\tau + 2 \cdot 16}{5}\right), \]  

(4)

and showed that the quantities

\[ \Phi(\tau), \quad \Phi(\tau + 16), \quad \Phi(\tau + 2 \cdot 16), \quad \Phi(\tau + 3 \cdot 16), \quad \Phi(\tau + 4 \cdot 16) \]  

(5)

are roots of the following quintic equation:

\[ \Phi^5 - 245^3 \phi^4(\tau) \psi^4(\tau) \Phi - 245^3 \phi^3(\tau) \psi^3(\tau) [1 + \phi^5(\tau)] = 0. \]  

(6)

If we make the transformation:

\[ \Phi = 245^{\frac{1}{6}} \phi(\tau) \psi(\tau) x, \]  

(7)

then equation (6) reduces to the canonical form defined by (2), where \( a \) has the following value:

\[ a = \frac{2}{\phi(\tau) \psi(\tau)} \frac{1 + \phi^5(\tau)}{\psi(\tau)} = \frac{2(1 + k^2)}{\sqrt[8]{5^5 k^{1/3} k'}}. \]  

(8)


It is clear from (8) that, given \( a, k \) can be found as the root of the quartic equation:

\[
4(1+k^2)^2-\sqrt{5^5}a^2k(1-k^2)=0. \tag{9}
\]

To solve this equation, we write \( A=\frac{1}{2}\sqrt[4]{5^3}a \) and determine \( \alpha \) from the equation:

\[
\sin \alpha = \frac{4}{A^2}. \tag{10}
\]

The modulus \( k \) is then one of the following values:

\[
k = \tan \frac{\alpha}{4}, \quad \tan \frac{\alpha+2\pi}{4}, \quad \tan \frac{\pi-\alpha}{4}, \quad \tan \frac{3\pi-\alpha}{4}. \tag{11}
\]

Choosing any one of these quantities for the modulus, the desired roots of equation (2) are the following:

\[
B\Phi(\tau), \quad B\Phi(\tau+16), \quad B\Phi(\tau+2\cdot16), \quad B\Phi(\tau+3\cdot16), \quad B\Phi(\tau+4\cdot16), \tag{12}
\]

where we write:

\[
B = \frac{1}{2^{\frac{4}{5^3}}\Phi(\tau)\psi(\tau)} = \frac{1}{2^{\frac{4}{5^3}}k k'}. \tag{13}
\]

The actual numerical application of this theory to the solution of equation (2) would be quite difficult except for the fortunate circumstance that \( \Phi(\tau) \) has the following expansion:

\[
\Phi(\tau) = \sqrt{2^{\frac{9}{5^5}}Q^3}(1+Q-Q^3+Q^5-8Q^6-9Q^8+8Q^9-9Q^8+\ldots), \tag{14}
\]

where \( Q = \frac{s}{\sqrt{q}} \).

The details of the numerical solution of the equation

\[
x^5-x-2=0,
\]

are given below as follows:

Since \( A=\sqrt[4]{5^3} \), we compute:

\[
\sin \alpha = 0.07155 \text{ 41753}, \quad \tan \frac{\alpha}{4} = 0.01790 \text{ 57586} = k, \quad k' = 0.99983 \text{ 9679}.
\]

Hence, by (16), of Section 20, we have:

\[
q = 0.00002 \text{ 0041725}, \quad Q = \frac{s}{\sqrt{q}} = 0.11491 \text{ 7725}, \quad B = 0.40884 \text{ 9953}.
\]
We also compute

\[ C = \sqrt{2^{3/5} \frac{8}{Q^2}} = 2.80979 \ 8187, \quad BC = 1.14878 \ 5857, \]

and the following powers of \( Q \):

\[
\begin{align*}
Q &= 0.11491 \ 7725, & Q^5 &= 0.00002 \ 0042, \\
Q^2 &= 0.01320 \ 6084, & Q^6 &= 0.00000 \ 2303, \\
Q^3 &= 0.00151 \ 7613, & Q^7 &= 0.00000 \ 0265, \\
Q^4 &= 0.00017 \ 4401, & Q^8 &= 0.00000 \ 0030.
\end{align*}
\]

Substituting in (14), we get: \( \Phi(\tau) = 3.09934 \ 7991 \), and hence

\[ x_1 = B \Phi(\tau) = 1.26716 \ 8280, \]

which is correct to six places.

In order to obtain the pair of conjugate complex roots \( x_2 \) and \( x_3 \), we first consider

\[
Q(\tau + 16) = Q \left[ \frac{(\tau + 16) \pi i}{5} \right] = Q e^{16 \pi i / 5},
\]

\[
= Q \left( \cos \frac{16}{5} + i \sin \frac{16}{5} \right),
\]

\[
= Q(-0.80901 \ 6994 - i \ 0.58778 \ 5252),
\]

from which we obtain

\[
Q^n(\tau + 16) = Q^n e^{16 n \pi i / 5}, \quad Q^{3/5}(\tau + 16) = Q^{3/5} e^{5 \pi i / 5}.
\]

When these values are substituted in (14), we obtain

\[
\Phi(\tau + 16) = C(e^{5 \pi i / 5} + Q e^{22 \pi i / 5} - Q^2 e^{38 \pi i / 5} + \ldots),
\]

\[
= C(-0.77868 \ 9960 - 0.46496 \ 7885i),
\]

\[
= -2.18796 \ 1638 - 1.30646 \ 5921i.
\]
Multiplying this value by $B$, we then obtain the second root,

$$x_2 = -0.89454 \ 8013 - 0.53414 \ 8530i,$$

and from its conjugate, the third root $x_3$.

The other two roots are similarly obtained from the evaluation of

$$B\Phi\left(\tau + \frac{32}{5}\right).$$

We thus find: $x_4 = 0.26096 \ 4068 + 1.1772 \ 2613i$, and from its conjugate, the fifth root $x_5$. These roots are correct to the sixth place.

### 22. Tables of the Elliptic Functions

In the numerical solution of differential equations of the type described in Section 1, tables of the elliptic functions are required. Tables of $\text{sn}\ u$, $\text{cn}\ u$, and $\text{dn}\ u$ have been provided to different arguments by L. M. Milne-Thomson in *Die elliptischen Funktionen von Jacobi*, Berlin, 1931, and by G. W. and R. M. Spenceley in *Smithsonian Elliptic Function Tables*, Washington, D.C., 1947.

The table of Milne-Thomson gives the values of the three functions to five decimal places for values of $u$ at intervals of 0.01 corresponding to the values of $k^2$ at intervals of 0.1 from $k^2 = 0$ to $k^2 = 0.9$. The range of $u$ was from 0 to 2.00 for $k^2$ between 0 and 0.5, from 0 to 0.25 for $k^2$ from 0.6 to 0.8, and from 0 to 3.00 for $k^2 = 0.9$. For $k^2 = 1$, we have $\text{sn}\ u = \tanh u$ and $\text{cn}\ u = \text{dn}\ u = \sech u$.

The table of G. W. and R. M. Spenceley was computed to 12 decimal places for values of $\kappa = \sin \alpha$ at each degree from $0^\circ$ to $89^\circ$. The values were given as functions of $u$ for values of $r$ between 0 and 90 at unit intervals, where $u$ was defined as follows:

$$u = \left(\frac{r}{90}\right)K,$$

$K$ being the complete elliptic integral corresponding to $\alpha$.

The following tables are four-decimal approximations of $\text{sn}\ u$, $\text{cn}\ u$, and $\text{dn}\ u$, in which the variables are those used in the Spenceley table.
### TABLE OF $su(u, k)$, $u = \left(\frac{r}{90}\right) K, \quad k = \sin \alpha$

<table>
<thead>
<tr>
<th>$r$</th>
<th>$0^\circ$</th>
<th>$10^\circ$</th>
<th>$15^\circ$</th>
<th>$20^\circ$</th>
<th>$25^\circ$</th>
<th>$30^\circ$</th>
<th>$35^\circ$</th>
<th>$40^\circ$</th>
<th>$45^\circ$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>1</td>
<td>0.0176</td>
<td>0.0176</td>
<td>0.0178</td>
<td>0.0187</td>
<td>0.0206</td>
<td>0.0240</td>
<td>0.0278</td>
<td>0.0350</td>
<td>0.0603</td>
</tr>
<tr>
<td>2</td>
<td>0.0349</td>
<td>0.0352</td>
<td>0.0355</td>
<td>0.0375</td>
<td>0.0412</td>
<td>0.0479</td>
<td>0.0556</td>
<td>0.0700</td>
<td>0.1202</td>
</tr>
<tr>
<td>3</td>
<td>0.0523</td>
<td>0.0527</td>
<td>0.0532</td>
<td>0.0562</td>
<td>0.0617</td>
<td>0.0718</td>
<td>0.0833</td>
<td>0.1047</td>
<td>0.1972</td>
</tr>
<tr>
<td>4</td>
<td>0.0698</td>
<td>0.0703</td>
<td>0.0710</td>
<td>0.0748</td>
<td>0.0823</td>
<td>0.0966</td>
<td>0.1109</td>
<td>0.1393</td>
<td>0.2370</td>
</tr>
<tr>
<td>5</td>
<td>0.0872</td>
<td>0.0878</td>
<td>0.0887</td>
<td>0.0935</td>
<td>0.1027</td>
<td>0.1193</td>
<td>0.1383</td>
<td>0.1734</td>
<td>0.2931</td>
</tr>
<tr>
<td>6</td>
<td>0.1045</td>
<td>0.1053</td>
<td>0.1063</td>
<td>0.1121</td>
<td>0.1231</td>
<td>0.1420</td>
<td>0.1655</td>
<td>0.2072</td>
<td>0.3473</td>
</tr>
<tr>
<td>7</td>
<td>0.1219</td>
<td>0.1228</td>
<td>0.1240</td>
<td>0.1306</td>
<td>0.1435</td>
<td>0.1684</td>
<td>0.1925</td>
<td>0.2405</td>
<td>0.3992</td>
</tr>
<tr>
<td>8</td>
<td>0.1392</td>
<td>0.1402</td>
<td>0.1415</td>
<td>0.1491</td>
<td>0.1637</td>
<td>0.1897</td>
<td>0.2192</td>
<td>0.2733</td>
<td>0.4457</td>
</tr>
<tr>
<td>9</td>
<td>0.1564</td>
<td>0.1676</td>
<td>0.1691</td>
<td>0.1767</td>
<td>0.1838</td>
<td>0.2123</td>
<td>0.2486</td>
<td>0.3054</td>
<td>0.4956</td>
</tr>
<tr>
<td>10</td>
<td>0.1736</td>
<td>0.1749</td>
<td>0.1768</td>
<td>0.1839</td>
<td>0.2038</td>
<td>0.2397</td>
<td>0.2717</td>
<td>0.3389</td>
<td>0.5986</td>
</tr>
<tr>
<td>15</td>
<td>0.2588</td>
<td>0.2607</td>
<td>0.2630</td>
<td>0.2764</td>
<td>0.3016</td>
<td>0.3465</td>
<td>0.3980</td>
<td>0.4926</td>
<td>0.7919</td>
</tr>
<tr>
<td>20</td>
<td>0.3420</td>
<td>0.3443</td>
<td>0.3473</td>
<td>0.3639</td>
<td>0.3953</td>
<td>0.4406</td>
<td>0.4981</td>
<td>0.6081</td>
<td>0.8560</td>
</tr>
<tr>
<td>25</td>
<td>0.4226</td>
<td>0.4263</td>
<td>0.4298</td>
<td>0.4477</td>
<td>0.4822</td>
<td>0.5432</td>
<td>0.6062</td>
<td>0.7054</td>
<td>0.9069</td>
</tr>
<tr>
<td>30</td>
<td>0.5000</td>
<td>0.5029</td>
<td>0.5065</td>
<td>0.5269</td>
<td>0.5646</td>
<td>0.6288</td>
<td>0.7000</td>
<td>0.7851</td>
<td>0.9491</td>
</tr>
<tr>
<td>35</td>
<td>0.5736</td>
<td>0.5765</td>
<td>0.5802</td>
<td>0.6011</td>
<td>0.6389</td>
<td>0.7000</td>
<td>0.7599</td>
<td>0.8451</td>
<td>0.9713</td>
</tr>
<tr>
<td>40</td>
<td>0.6428</td>
<td>0.6457</td>
<td>0.6496</td>
<td>0.6696</td>
<td>0.7059</td>
<td>0.7593</td>
<td>0.8171</td>
<td>0.8900</td>
<td>0.9842</td>
</tr>
<tr>
<td>45</td>
<td>0.7071</td>
<td>0.7098</td>
<td>0.7132</td>
<td>0.7321</td>
<td>0.7564</td>
<td>0.7815</td>
<td>0.8232</td>
<td>0.9321</td>
<td>0.9914</td>
</tr>
<tr>
<td>50</td>
<td>0.7660</td>
<td>0.7685</td>
<td>0.7715</td>
<td>0.7862</td>
<td>0.8174</td>
<td>0.8612</td>
<td>0.8908</td>
<td>0.9741</td>
<td>0.9953</td>
</tr>
<tr>
<td>55</td>
<td>0.8192</td>
<td>0.8212</td>
<td>0.8238</td>
<td>0.8370</td>
<td>0.8623</td>
<td>0.8970</td>
<td>0.9285</td>
<td>0.9643</td>
<td>0.9975</td>
</tr>
<tr>
<td>60</td>
<td>0.8660</td>
<td>0.8677</td>
<td>0.8697</td>
<td>0.8810</td>
<td>0.9022</td>
<td>0.9278</td>
<td>0.9507</td>
<td>0.9766</td>
<td>0.9987</td>
</tr>
<tr>
<td>65</td>
<td>0.9063</td>
<td>0.9075</td>
<td>0.9091</td>
<td>0.9175</td>
<td>0.9316</td>
<td>0.9515</td>
<td>0.9877</td>
<td>0.9853</td>
<td>0.9993</td>
</tr>
<tr>
<td>70</td>
<td>0.9397</td>
<td>0.9405</td>
<td>0.9416</td>
<td>0.9472</td>
<td>0.9567</td>
<td>0.9698</td>
<td>0.9802</td>
<td>0.9914</td>
<td>0.9998</td>
</tr>
<tr>
<td>75</td>
<td>0.9659</td>
<td>0.9664</td>
<td>0.9670</td>
<td>0.9704</td>
<td>0.9758</td>
<td>0.9834</td>
<td>0.9893</td>
<td>0.9955</td>
<td>0.9998</td>
</tr>
<tr>
<td>80</td>
<td>0.9848</td>
<td>0.9850</td>
<td>0.9853</td>
<td>0.9868</td>
<td>0.9893</td>
<td>0.9927</td>
<td>0.9954</td>
<td>0.9981</td>
<td>0.9999</td>
</tr>
<tr>
<td>85</td>
<td>0.9977</td>
<td>0.9979</td>
<td>0.9981</td>
<td>0.9993</td>
<td>0.9994</td>
<td>0.9995</td>
<td>0.9995</td>
<td>0.9995</td>
<td>1.0000</td>
</tr>
<tr>
<td>90</td>
<td>0.9997</td>
<td>0.9999</td>
<td>0.9999</td>
<td>0.9999</td>
<td>0.9999</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

<p>| $K$ | 1.5708    | 1.5828     | 1.5981     | 1.6658     | 1.8541     | 2.1655     | 2.5046     | 3.1534     | 5.4349     |</p>
<table>
<thead>
<tr>
<th>$r$</th>
<th>$0^\circ$</th>
<th>$10^\circ$</th>
<th>$15^\circ$</th>
<th>$30^\circ$</th>
<th>$45^\circ$</th>
<th>$60^\circ$</th>
<th>$70^\circ$</th>
<th>$80^\circ$</th>
<th>$85^\circ$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>1</td>
<td>0.9998</td>
<td>0.9998</td>
<td>0.9998</td>
<td>0.9998</td>
<td>0.9998</td>
<td>0.9997</td>
<td>0.9996</td>
<td>0.9994</td>
<td>0.9982</td>
</tr>
<tr>
<td>2</td>
<td>0.9994</td>
<td>0.9994</td>
<td>0.9994</td>
<td>0.9993</td>
<td>0.9992</td>
<td>0.9989</td>
<td>0.9985</td>
<td>0.9975</td>
<td>0.9923</td>
</tr>
<tr>
<td>3</td>
<td>0.9986</td>
<td>0.9986</td>
<td>0.9985</td>
<td>0.9984</td>
<td>0.9981</td>
<td>0.9974</td>
<td>0.9965</td>
<td>0.9945</td>
<td>0.9838</td>
</tr>
<tr>
<td>4</td>
<td>0.9976</td>
<td>0.9975</td>
<td>0.9975</td>
<td>0.9972</td>
<td>0.9966</td>
<td>0.9954</td>
<td>0.9938</td>
<td>0.9903</td>
<td>0.9715</td>
</tr>
<tr>
<td>5</td>
<td>0.9962</td>
<td>0.9960</td>
<td>0.9959</td>
<td>0.9956</td>
<td>0.9947</td>
<td>0.9929</td>
<td>0.9904</td>
<td>0.9848</td>
<td>0.9551</td>
</tr>
<tr>
<td>6</td>
<td>0.9945</td>
<td>0.9943</td>
<td>0.9937</td>
<td>0.9923</td>
<td>0.9897</td>
<td>0.9862</td>
<td>0.9783</td>
<td>0.9378</td>
<td>0.9049</td>
</tr>
<tr>
<td>7</td>
<td>0.9925</td>
<td>0.9923</td>
<td>0.9914</td>
<td>0.9887</td>
<td>0.9801</td>
<td>0.9706</td>
<td>0.9369</td>
<td>0.9169</td>
<td>0.9169</td>
</tr>
<tr>
<td>8</td>
<td>0.9903</td>
<td>0.9901</td>
<td>0.9896</td>
<td>0.9885</td>
<td>0.9865</td>
<td>0.9818</td>
<td>0.9757</td>
<td>0.9619</td>
<td>0.9537</td>
</tr>
<tr>
<td>9</td>
<td>0.9877</td>
<td>0.9875</td>
<td>0.9873</td>
<td>0.9859</td>
<td>0.9830</td>
<td>0.9771</td>
<td>0.9694</td>
<td>0.9522</td>
<td>0.9485</td>
</tr>
<tr>
<td>10</td>
<td>0.9848</td>
<td>0.9846</td>
<td>0.9843</td>
<td>0.9826</td>
<td>0.9790</td>
<td>0.9718</td>
<td>0.9624</td>
<td>0.9415</td>
<td>0.8418</td>
</tr>
<tr>
<td>15</td>
<td>0.9859</td>
<td>0.9854</td>
<td>0.9848</td>
<td>0.9810</td>
<td>0.9554</td>
<td>0.9381</td>
<td>0.9183</td>
<td>0.8759</td>
<td>0.8049</td>
</tr>
<tr>
<td>20</td>
<td>0.9908</td>
<td>0.9901</td>
<td>0.9935</td>
<td>0.9842</td>
<td>0.9756</td>
<td>0.9506</td>
<td>0.9153</td>
<td>0.8914</td>
<td>0.5674</td>
</tr>
<tr>
<td>25</td>
<td>0.9990</td>
<td>0.9944</td>
<td>0.9822</td>
<td>0.9499</td>
<td>0.9254</td>
<td>0.7792</td>
<td>0.7238</td>
<td>0.6194</td>
<td>0.3181</td>
</tr>
<tr>
<td>30</td>
<td>0.9192</td>
<td>0.8171</td>
<td>0.8144</td>
<td>0.7992</td>
<td>0.7693</td>
<td>0.7141</td>
<td>0.6500</td>
<td>0.5346</td>
<td>0.3279</td>
</tr>
<tr>
<td>40</td>
<td>0.7693</td>
<td>0.7626</td>
<td>0.7384</td>
<td>0.7230</td>
<td>0.6835</td>
<td>0.6631</td>
<td>0.6455</td>
<td>0.6059</td>
<td>0.5735</td>
</tr>
<tr>
<td>45</td>
<td>0.7071</td>
<td>0.7044</td>
<td>0.6810</td>
<td>0.6436</td>
<td>0.5774</td>
<td>0.5248</td>
<td>0.4847</td>
<td>0.4087</td>
<td>0.3130</td>
</tr>
<tr>
<td>50</td>
<td>0.6428</td>
<td>0.6399</td>
<td>0.6362</td>
<td>0.6154</td>
<td>0.5760</td>
<td>0.5033</td>
<td>0.4303</td>
<td>0.3211</td>
<td>0.0657</td>
</tr>
<tr>
<td>55</td>
<td>0.5736</td>
<td>0.5706</td>
<td>0.5669</td>
<td>0.5458</td>
<td>0.5004</td>
<td>0.4401</td>
<td>0.3713</td>
<td>0.2647</td>
<td>0.0711</td>
</tr>
<tr>
<td>60</td>
<td>0.5000</td>
<td>0.4971</td>
<td>0.4935</td>
<td>0.4731</td>
<td>0.4354</td>
<td>0.3732</td>
<td>0.3100</td>
<td>0.2149</td>
<td>0.0519</td>
</tr>
<tr>
<td>65</td>
<td>0.4226</td>
<td>0.4200</td>
<td>0.4146</td>
<td>0.3978</td>
<td>0.3535</td>
<td>0.3078</td>
<td>0.2523</td>
<td>0.1707</td>
<td>0.0375</td>
</tr>
<tr>
<td>70</td>
<td>0.3420</td>
<td>0.3397</td>
<td>0.3368</td>
<td>0.3265</td>
<td>0.2911</td>
<td>0.2440</td>
<td>0.1978</td>
<td>0.1312</td>
<td>0.0296</td>
</tr>
<tr>
<td>75</td>
<td>0.2688</td>
<td>0.2670</td>
<td>0.2546</td>
<td>0.2417</td>
<td>0.2186</td>
<td>0.1816</td>
<td>0.1459</td>
<td>0.1052</td>
<td>0.0181</td>
</tr>
<tr>
<td>80</td>
<td>0.1736</td>
<td>0.1724</td>
<td>0.1617</td>
<td>0.1457</td>
<td>0.1204</td>
<td>0.0961</td>
<td>0.0620</td>
<td>0.0212</td>
<td>0.0053</td>
</tr>
<tr>
<td>85</td>
<td>0.1084</td>
<td>0.1053</td>
<td>0.1038</td>
<td>0.0956</td>
<td>0.0840</td>
<td>0.0683</td>
<td>0.0556</td>
<td>0.0100</td>
<td>0.0088</td>
</tr>
<tr>
<td>90</td>
<td>0.0698</td>
<td>0.0692</td>
<td>0.0685</td>
<td>0.0649</td>
<td>0.0583</td>
<td>0.0480</td>
<td>0.0381</td>
<td>0.0244</td>
<td>0.0043</td>
</tr>
<tr>
<td>95</td>
<td>0.0523</td>
<td>0.0519</td>
<td>0.0514</td>
<td>0.0487</td>
<td>0.0437</td>
<td>0.0390</td>
<td>0.0286</td>
<td>0.0183</td>
<td>0.0032</td>
</tr>
<tr>
<td>98</td>
<td>0.0349</td>
<td>0.0346</td>
<td>0.0343</td>
<td>0.0324</td>
<td>0.0291</td>
<td>0.0240</td>
<td>0.0190</td>
<td>0.0122</td>
<td>0.0021</td>
</tr>
<tr>
<td>99</td>
<td>0.0175</td>
<td>0.0173</td>
<td>0.0172</td>
<td>0.0162</td>
<td>0.0146</td>
<td>0.0120</td>
<td>0.0095</td>
<td>0.0061</td>
<td>0.0011</td>
</tr>
<tr>
<td>100</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

$E = 1.5708 \times 1.5589 = 1.4675 \times 1.3506 = 1.2111 \times 1.1184 = 1.0401 \times 1.0008$
### TABLE OF $\text{dn}(u,k)$, $u = \left( \frac{r}{90} \right) K$, $k = \sin \alpha$

<table>
<thead>
<tr>
<th>$r$</th>
<th>$\alpha = \text{arc } \sin k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$\begin{align*} 5^\circ: &amp; 1.0000 \ 10^\circ: &amp; 1.0000 \ 15^\circ: &amp; 1.0000 \ 20^\circ: &amp; 0.9999 \ 25^\circ: &amp; 0.9998 \ 30^\circ: &amp; 0.9997 \ 35^\circ: &amp; 0.9996 \ 40^\circ: &amp; 0.9995 \ 45^\circ: &amp; 0.9994 \ 50^\circ: &amp; 0.9993 \ 55^\circ: &amp; 0.9992 \ 60^\circ: &amp; 0.9991 \ 65^\circ: &amp; 0.9989 \ 70^\circ: &amp; 0.9987 \ 75^\circ: &amp; 0.9985 \ 80^\circ: &amp; 0.9983 \ 85^\circ: &amp; 0.9981 \ 90^\circ: &amp; 0.9979 \ \end{align*}$</td>
</tr>
<tr>
<td>1</td>
<td>$\begin{align*} 5^\circ: &amp; 0.9999 \ 10^\circ: &amp; 0.9998 \ 15^\circ: &amp; 0.9997 \ 20^\circ: &amp; 0.9996 \ 25^\circ: &amp; 0.9995 \ 30^\circ: &amp; 0.9994 \ 35^\circ: &amp; 0.9993 \ 40^\circ: &amp; 0.9992 \ 45^\circ: &amp; 0.9990 \ 50^\circ: &amp; 0.9989 \ 55^\circ: &amp; 0.9987 \ 60^\circ: &amp; 0.9985 \ 65^\circ: &amp; 0.9983 \ 70^\circ: &amp; 0.9981 \ 75^\circ: &amp; 0.9979 \ 80^\circ: &amp; 0.9977 \ 85^\circ: &amp; 0.9974 \ 90^\circ: &amp; 0.9972 \ \end{align*}$</td>
</tr>
<tr>
<td>2</td>
<td>$\begin{align*} 5^\circ: &amp; 0.9998 \ 10^\circ: &amp; 0.9997 \ 15^\circ: &amp; 0.9996 \ 20^\circ: &amp; 0.9995 \ 25^\circ: &amp; 0.9994 \ 30^\circ: &amp; 0.9993 \ 35^\circ: &amp; 0.9992 \ 40^\circ: &amp; 0.9991 \ 45^\circ: &amp; 0.9989 \ 50^\circ: &amp; 0.9987 \ 55^\circ: &amp; 0.9985 \ 60^\circ: &amp; 0.9983 \ 65^\circ: &amp; 0.9981 \ 70^\circ: &amp; 0.9979 \ 75^\circ: &amp; 0.9977 \ 80^\circ: &amp; 0.9975 \ 85^\circ: &amp; 0.9973 \ 90^\circ: &amp; 0.9971 \ \end{align*}$</td>
</tr>
</tbody>
</table>

\[ q = 0.0005 \] $\Rightarrow$ $0.002 \Rightarrow 0.0043 \Rightarrow 0.018 \Rightarrow 0.0432 \Rightarrow 0.0858 \Rightarrow 0.1311 \Rightarrow 0.2066 \Rightarrow 0.4038$
Chapter 7

Differential Equations of Second Order

1. Introduction

In preceding chapters we have studied a few problems which led in their solution to certain special differential equations of second order. In this chapter we shall consider the general problem of such equations, which, for convenience, we can write in the form

\[ F(x, y, y', y'') = 0. \]  

(1)

Let us assume that \( F(x, y, y', y'') \), regarded as a function of the four variables \( x, y, y', y'' \), is continuous in the neighborhood of the point: \( P_0 = (x_0, y_0, y'_0, y''_0) \) and possesses continuous first derivatives there. If, furthermore, the first derivative of \( F \) with respect to \( y'' \) does not vanish at \( P_0 \), then, by the theory of implicit functions, there exists a unique continuous function \( y'' \) of \( x, y, y' \), let us say, \( y'' = f(x, y, y') \), which satisfies equation (1) and which assumes the value \( y''_0 \) when \( x = x_0, y = y_0, y' = y'_0 \). Therefore, in the neighborhood of \( P_0 \), we can write equation (1) in the explicit form:

\[ \frac{d^2 y}{dx^2} = f(x, y, y'). \]  

(2)

2. The Origin of Differential Equations of Second Order

Nonlinear differential equations of second order occur frequently in connection with applied problems, a circumstance which has led to considerable interest in them in recent years.

The prototype of some of them is found in one of the earliest examples, namely, the equation which describes the oscillation of the simple pendulum. This equation, derived in Section 4 of Chapter 1, was found to have the form:

\[ \frac{d^2 z}{dx^2} + k^2 \sin z = 0. \]  

(1)
By means of the transformation: \( y = \sin \frac{1}{2} x \), the problem can be reduced to the solution of the equation,

\[
\frac{d^2 y}{d x^2} = ay + by^3,
\]

which is integrated by elliptic functions.

A generalization of (2) is found in the equation:

\[
\frac{d^2 y}{d x^2} + k \frac{dy}{dx} + ay + by^3 = f \cos mx,
\]

which introduces a damping term and an impressed harmonic force.

The first systematic study of this equation was made by G. Duffing in 1918 in an extensive investigation of forced vibrations and for this reason it is frequently referred to as Duffing's equation.

In his investigation of the orbital motion of planets under the assumptions of general relativity, that is, the problem of the perihelion shift, Albert Einstein was led to the solution of the following equation:

\[
\frac{d^2 y}{d x^2} + y = a + by^2.
\]

It is a matter of some historical interest to note that P. Gerber in 1898, in an investigation of the velocity of gravitation, was led to the same problem and derived the correct perihelion shift for Mercury by solving the following equation:

\[
(1 + \gamma y) \frac{d^2 y}{d x^2} + y = \alpha - \beta \left( \frac{dy}{dx} \right)^2.
\]

Both equations are solved by means of elliptic functions.

An example of special interest is the one already examined in Chapter 4 in connection with Volterra’s problem of the prey and the predator. This problem led to a nonlinear differential equation of the following form:

\[
y \frac{d^2 y}{d x^2} = \left( \frac{dy}{dx} \right)^2 + acy^2 + (ay - ay^2) \frac{dy}{dx} - acy^2.
\]

The significant thing about this equation is the existence of periodic solutions for positive values of \( a \) and \( c \).

The significance of a term containing a power, other than one, of the first derivative was pointed out as early as 1883 by Lord Rayleigh in a discussion of the damping of a vibratory system under a viscosity factor. Lord Rayleigh showed how a steady state might be
maintained if a term proportional to the cube of \( y' \) were introduced. This interesting equation can be written:

\[
a \frac{d^2y}{dx^2} + \left[ -b + k \left( \frac{dy}{dx} \right)^2 \right] \frac{dy}{dx} + cy = 0. \tag{7}
\]

Years later these ideas became important in studying electrical circuits associated with triode oscillators. The well-known equation of B. van der Pol, which can be written in the form:

\[
a \frac{d^2y}{dx^2} - \varepsilon (1-y^2) \frac{dy}{dx} + y = 0, \tag{8}
\]

appeared in connection with this phenomenon. This equation, however, can be derived by a relatively simple transformation from that of Lord Rayleigh. [See (D), Section 3.]

Another similar equation found in the theory of currents limited by a space charge between coaxial cables, and called the equation of Langmuir, is the following:

\[
3y \frac{d^2y}{dx^2} + 4y \frac{dy}{dx} + \left( \frac{dy}{dx} \right)^2 - 1 + y^2 = 0. \tag{9}
\]

One of the early theories about the behavior of a spherical cloud of gas acting under the mutual attraction of its molecules and subject to the thermodynamics of gases led R. Emden to a consideration of the equation:

\[
\frac{d^2y}{dx^2} + \frac{2}{x} \frac{dy}{dx} + y^n = 0. \tag{10}
\]

The solution of this equation subject to the conditions: \( y = 1, \ y' = 0, \) when \( x = 0, \) is a classic chapter in astrophysics.

These examples are perhaps sufficient to illustrate the variety of applied problems which have contributed to interest in the theory of nonlinear differential equations of second order.

It is also possible, of course, to obtain equations of this kind by the elimination of two parameters from some given function, as we have shown earlier in Section 4 of Chapter 1. For example, if \( A \) and \( B \) are eliminated from the equation

\[
y = \log \sin (Ax + B), \tag{11}
\]

we obtain the equation:

\[
2 \frac{d^2y}{dx^2} = (\coth y - 1) \left( \frac{dy}{dx} \right)^2, \tag{12}
\]

for which \( y, \) as given by (11), is the general solution.
The derivation of the generalized Riccati equation of second order by the elimination of the arbitrary parameters in the ratio of two linear forms, as described in Section 10 of Chapter 3, is another example of the origin of such nonlinear equations.

3. Classification of Nonlinear Differential Equations of Second Order

From the examples which we have given in the preceding section it will be seen that most of the equations are special cases of the following second order nonlinear differential equation:

\[ A(y) \frac{d^2y}{dx^2} + B(y) \frac{dy}{dx} + C(y) \left( \frac{dy}{dx} \right)^2 + D(y) = 0, \]  

(1)

where the coefficients are the polynomials:

\[ A(y) = A_0 + A_1 y + \ldots + A_m y^m, \quad B(y) = B_0 + B_1 y + \ldots + B_n y^n, \]
\[ C(y) = C_0 + C_1 y + \ldots + C_p y^p, \quad D(y) = D_0 + D_1 y + \ldots + D_q y^q. \]  

(2)

The quantities \(A_i, B_i, C_i,\) and \(D_i\) are assumed to be functions of \(x\) and the exponents \(m, n, p,\) and \(q\) are integers.

That this equation does not include all cases of interest is evident, however, from equation (10) of Section 2, where \(n\) may have non-integral values, and from equation (12), where the coefficient of \(y^2\) includes \(\coth y.\) But an examination of 249 examples of nonlinear differential equations of second order given by E. Kamke in the extensive list of such equations in the first volume of his Differentialgleichungen (1943) shows that 132, or somewhat more than half, are subsumed under equation (1).

As a practical matter, therefore, we shall classify all equations which are included under (1) as equations of polynomial class and all others either as equations of transcendental class, where transcendental functions of the dependent variable occur, or as equations of algebraic class, where no transcendental functions are involved.

Equation (12) of Section 2 belongs to the transcendental class and equation (1) appears to belong to this class, but is transformed in a simple manner into an equation of polynomial class. Another example of an equation of transcendental class is furnished by the following:

\[ \frac{d^2y}{dx^2} + a \left( \frac{dy}{dx} \right)^2 + b \sin y = 0, \]  

(3)

which defines the motion of the simple pendulum with a damping factor proportional to the square of the velocity.
Such equations as

\[
\frac{d^2y}{dx^2} + a \frac{dy}{dx} + by - y^{3/2} = 0,
\]

(4)

\[
\frac{d^2y}{dx^2} = (ay + bx + c) \left[ \left( \frac{dy}{dx} \right)^2 + 1 \right]^{3/2},
\]

(5)

are examples of equations belonging to the algebraic class.

Progress in the understanding of nonlinear differential equations has been made largely through the study of examples included under a few special classes of equations. Some of these classes we shall now describe.

(A) Equations Solved by Elliptic Functions

In this class we find those equations the solutions of which can be reduced to functions which satisfy the equation:

\[
\frac{d^2y}{dx^2} = A + By + Cy^2 + Dy^3,
\]

(6)

where \( A, B, C, \) and \( D \) are constants.

It will be shown later that there exists a solution for this equation, which assumes the specific values: \( P_0 = (x_0, y_0, y'_0) \) and which is analytic in the neighborhood of \( P_0 \). Since, moreover, the equation is invariant with respect to the linear transformation: \( x = x' - x_0 \), one of the arbitrary parameters is \( x_0 \). From the theory of elliptic functions it is clear that the only singularities are movable poles.

An interesting example of an equation the solution of which can be reduced to the solution of (6) is the following:

\[
4(y - y^2) \frac{d^2y}{dx^2} = 3(1 - 2y) \left( \frac{dy}{dx} \right)^2 + 4q(x)(y - y^2) \frac{dy}{dx}.
\]

(7)

This equation, which is due to B. Gambier, has the solution:

\[
y = 1/[1 - \wp^2(u)],
\]

(8)

where \( u \) is a solution of the equation: \( u'' - q(x)u' = 0 \), and \( \wp(u) \) is the elliptic function of Weierstrass corresponding to \( g_2 = 4 \), \( g_3 = 0 \), that is, \( \wp(u) = \wp(u, 4, 0) \).

Since the verification of Gambier's example is not entirely a trivial matter, it may be of interest to show it here. Let us first consider the equation:

\[
\frac{d^2y}{du^2} = \frac{3}{4} \left( \frac{1}{y} + \frac{1}{y-1} \right) \left( \frac{dy}{du} \right)^2.
\]

(9)
If we now transform the independent variable from \( u \) to \( x \) by means of the relationship: \( u = u(x) \), we obtain the equation:

\[
\frac{d^2y}{dx^2} - \left( \frac{\varphi''}{\varphi'} \right) \frac{dy}{dx} = \frac{3}{4} \left( \frac{1}{y} + \frac{1}{y-1} \right) \left( \frac{dy}{dx} \right)^2,
\]

which, when \( \varphi''/\varphi' \) is set equal to \( q(x) \), reduces to (7).

In order to solve (9) we now write: \( (1 - \varphi^2)y = 1 \) and differentiate twice. We thus obtain:

\[
(1 - \varphi^2)y' - 2\varphi\varphi'y = 0, \quad (1 - \varphi^2)y'' - 4\varphi\varphi'y' - (2\varphi\varphi')'y = 0.
\]

Dividing both of these equations by \( (1 - \varphi^2) \) and noting (8), we get

\[ y'' = 2\varphi\varphi'y', \]

from the first, and the following from the second:

\[
y'' = 2y^2[4\varphi^2\varphi''y + (\varphi')^2 + \varphi\varphi'''],
\]

\[
= 2y^2[4\varphi^2\varphi'' + (\varphi')^2(1 - \varphi^2) + \varphi\varphi''(1 - \varphi^2)],
\]

\[
= 2y^2[3\varphi^2\varphi'' + \varphi\varphi'' - \varphi^3\varphi']. \tag{10}
\]

Referring now to equation (7), Section 16, Chapter 6, we obtain the following derivatives:

\[ \varphi'' = 4\varphi^3 - g_2\varphi - g_3, \quad \varphi''' = 6\varphi^2 - \frac{1}{2} g_2. \]

When these are substituted in (10), the following equation results:

\[ y''' = y^2[12\varphi^5 + (20 - 5g_2)\varphi^3 - 6g_3\varphi^2 - 3g_2\varphi - 2g_3]. \tag{11} \]

A similar reduction of the right hand member of (9) gives us the following:

\[
\frac{3}{4} \left( \frac{1}{y} + \frac{1}{y-1} \right) \left( \frac{dy}{dx} \right)^2 = y^2[12\varphi^5 + (12 - 3g_2)\varphi^3 - 3g_3\varphi^2 - 3g_2\varphi - 3g_3]. \tag{12}
\]

Comparing (11) with (12), we see that they are equivalent only if \( g_2 = 4, \ g_3 = 0 \). The solution of (9) is thus: \( y = 1/[1 - \varphi^2(u)] \), where \( \varphi(u) = \varphi(u, 4, 0) \).

**(B) Equations in Which Critical Points Are Fixed Points**

The class of equations solved by elliptic functions suggested to E. Picard, P. Painlevé, B. Gambier, and their associates, the problem of classifying the general nonlinear differential equation of second order
by special categories with respect to the character of the singular points of the solutions.

The form of the equation adopted for the investigation was (1), that is to say, the equations studied belonged to the polynomial class.

The problem proposed was to establish conditions under which the critical points of a solution, that is to say, branch points and essential singularities, would be fixed points instead of movable points. Thus any function which was the solution of an equation in this class would have only poles as movable singularities. Clearly the equations described in (A) would be included in this category.

The investigation resulted in the discovery of 50 canonical types of equations with the desired property. Of these all but 6 were found to be integrable in terms of elementary or classical functions, or transcendents defined by linear equations. But the remaining 6 equations required the introduction of new transcendental functions for their solution. These functions are called Painlevé transcendents.

The Painlevé equations are given explicitly as follows:

(I) \[ \frac{d^2 y}{dx^2} = 6y^2 + \lambda x. \]

(II) \[ \frac{d^2 y}{dx^2} = 2y^2 + xy + \mu. \]

(III) \[ xy \frac{d^2 y}{dx^2} = x \left( \frac{dy}{dx} \right)^2 - y \frac{dy}{dx} + ax + by + cy^3 + dxy^4. \]

(IV) \[ y \frac{d^2 y}{dx^2} = \frac{1}{2} \left( \frac{dy}{dx} \right)^2 - \frac{1}{2} a^2 + 2(x^2 - b)y^2 + 4xy^3 + \frac{3}{2} y^4. \]

(V) \[ x^2(y - y^2) \frac{d^2 y}{dx^2} = \frac{1}{2} x^2(1 - 3y) \left( \frac{dy}{dx} \right)^2 - xy(1 - y) \frac{dy}{dx} + ay^2(1 - y)^3 + b(1 - y)^3 + cx^2y(1 - y) + dx^2y(1 + y). \]

(VI) \[ y(1 - y)(x - y) \frac{d^2 y}{dx^2} = \frac{1}{2} \left[ x - 2(x + 1)y + 3y^2 \right] \left( \frac{dy}{dx} \right)^2 + y(1 - y) \frac{dy}{dx} \left[ x^2 + (1 - 2x)y \right] + \frac{1}{2x^2(1 - x)^2} [ay^2(1 - y)^2(x - y)^2 - bx(1 - y)^2(x - y)^2 - c(1 - x)y^2(x - y)^2 - dx(1 - x)y^2(1 - y)^2]. \]

The first three equations were originally given by Painlevé. Their solutions have no singularities other than movable poles. The last three equations are due to Gambier.

The 50 canonical types discovered in this investigation are recorded in Appendix 1.
(C) The Generalized Riccati Equation of Second Order

The essential features of this equation have already been introduced in Section 10 of Chapter 3. Its significance is found in two facts. First, the arbitrary constants appear in the ratio of two linear terms. In the second place, the solution of the general equation can be reduced to the solution of a linear differential equation of third order.

The generalized Riccati equation of second order belongs to the polynomial class of nonlinear equations. It is characterized by the following conditions: $A(y)$ and $B(y)$ of equations (2) are linear functions of $y$; $C(y)$ is equal to $-2A_1$, where $A_1$ is the coefficient of $y$ in $A(y)$; $D(y)$ is a cubic polynomial in $y$.

(D) Equations Having Periodic Solutions

Extensive investigations have been made of a class of nonlinear equations the solutions of which are periodic. Obviously this class includes the equations solved by elliptic functions, but there are many other categories which, under special conditions, introduce functions which are periodic. Initiated by the researches of H. Poincaré in 1882, by M. A. Liapounoff in 1892, and by I. Bendixson in 1901, there has been an unusual activity in the study of such equations in recent years. Much of the literature of the subject is associated with the development of what has been called nonlinear mechanics, which we mentioned in Chapter 1.

Equations of this class are illustrated by the equations of Volterra, which we have already discussed in Chapter 4, and by Van der Pol’s equation (8) in Section 1. A celebrated example of this class of equations was due to Lord Rayleigh, who first discussed it in a paper in 1883 and included it in the second edition (1894) of his Theory of Sound. (See Bibliography.)

Rayleigh argued as follows: The solution of the equation

$$u'' + ku' + n^2 u = 0,$$  \hspace{1cm} (13)

defines a steady vibration if $k=0$; but if $k$ is positive, the vibrations will die down, and if $k$ is negative they will increase without limit.

Let us now add to (13) a term proportional to the cube of $u'$, that is,

$$u'' + ku' + k'u'^3 + n^2 u = 0.$$  \hspace{1cm} (14)

If $k$ and $k'$ are both positive the resulting motion will again die out, and if both are negative, the motion will increase without limit. But if $k$ and $k'$ have different signs, then the two terms which contain them can be written

$$ku'(1 - au^2), \quad a > 0,$$  \hspace{1cm} (15)

and the motion is no longer unidirectional.
If \( k \) is initially negative and the initial value of \( u' \) is sufficiently small so that the term in parentheses is positive, the motion will expand until \( (1-\alpha u'^2) \) becomes negative. Thereupon the motion will begin to damp, \( u' \) will diminish until the term (15) is again negative, and the motion once more increases. For small values of \( k \) and \( k' \) Rayleigh gave the following approximate solution of (14):

\[
u = A \sin nt + \frac{k'nA^3}{32} \cos 3nt,\]

where \( A \) is defined by

\[
k + \frac{3}{4} k'n^2A^2 = 0.\]

Commenting on the situation, Rayleigh said: "If \( k \) be negative and \( k' \) positive, the vibration becomes steady and assumes the amplitude determined by (17). A smaller vibration increases up to this point, and a larger vibration falls down to it. If on the other hand \( k \) be positive, while \( k' \) is negative, the steady vibration abstractly possible is unstable, a departure in either direction from the amplitude given by (17) tending always to increase."

It is of considerable interest to see how Rayleigh's equation (14) can be transformed into that of Van der Pol, equation (8) of Section 2. For this purpose let us write (14) in the following form:

\[
\frac{d^3u}{dt^3} + \left[ -b + c \left( \frac{du}{dt} \right)^2 \right] \frac{du}{dt} + n^2u = 0.\] (18)

We now introduce the following change of variables:

\[
p t = x, \quad q \frac{du}{dt} = y,\] (19)

where \( p \) and \( q \) are constants.

Equation (18) now becomes

\[
\frac{p}{q} \frac{dy}{dx} + \left( -b + \frac{c}{q^2} y^2 \right) \frac{y}{c} + n^2u = 0.\]

Differentiating this equation and simplifying, we obtain

\[
\frac{d^2y}{dx^2} \frac{b}{p} \left( 1 - \frac{3c}{b} y^2 \right) \frac{dy}{dx} + \frac{n^2}{p^3} y = 0.\] (20)

If we now let \( p = n, \ q = \sqrt{3c/b} \), and introduce the abbreviation: \( \epsilon = b/p \), then equation (20) assumes the usual form of the Van der Pol equation:

\[
\frac{d^2y}{dx^2} - \epsilon (1 - y^2) \frac{dy}{dx} + y = 0.\] (21)
(E) Miscellaneous Equations Solved by Special Devices

The literature of the subject contains a number of special examples of nonlinear differential equations of second order, which can be integrated in terms of elementary functions, or which can be reduced to the solution of equations of simpler type. But each such equation is a special case and general rules will not apply.

An interesting example is provided by the following equation:

$$\frac{d^2y}{dx^2} - 2a^2y^3 + 2abxy - b = 0,$$

which has as an integral any solution of the Riccati equation:

$$\frac{dy}{dx} + ay^2 - bx = 0.$$  \hspace{1cm} (22)

This is readily proved by taking the derivative of (23), from which we have:

$$\frac{d^2y}{dx^2} + 2ay \frac{dy}{dx} - b = 0.$$  \hspace{1cm} (23)

If $dy/dx$ is now replaced by its value from (23), equation (22) is obtained.

But the fact that any solution of (23) is also a solution of (22) does not help in obtaining the complete solution of the second order equation. This situation is quite different from that which pertains in the case of linear differential equations of second order where the knowledge of one solution makes it possible to obtain the general solution by a single integration.

The difficulties of the problem are readily seen if we set $b = 0$. In this case the solution of (23) is the simple algebraic function:

$$y = \frac{a}{a^2x + k}$$

where $k$ is an arbitrary constant, but the general solution of (22) is given by the elliptic integral:

$$x = \int (a^2y^4 + k')^{-1/2} dy.$$  

Only when $k' = 0$ and the proper sign is taken for the radical is the solution of (22) also a solution of (23).

If $b \neq 0$, the relationship between (22) and (23) is even more interesting. Referring to Chapter 3, we see that the solution of (23) is $y = u'/(au)$, where $u$ is a solution of the linear equation:

$$u'' - au = 0.$$
The solution of this equation is explicitly

\[ u = \sqrt{x} [C_1 J_i(s) + C_2 J_{-i}(s)], \quad s = \frac{2}{3} i \sqrt{a x^{\frac{3}{2}}} . \]

From this we see that the solution of (23) is expressed in terms of known transcendental functions.

But if we now apply to (22) the transformation:

\[ y = \lambda z, \quad x = t/\mu, \quad \text{where} \quad \lambda = -\left(\frac{2b}{a^2}\right)^{\frac{1}{4}}, \quad \mu = (2ab)^{\frac{1}{4}}, \]

then the equation reduces to the following:

\[ \frac{d^2 z}{dt^2} - 2z^3 + tz = \frac{1}{2}, \]

which is a special case of the second Painlevé transcendent.

Another example which illustrates the difficulties just mentioned is furnished by Emden's equation for the case where \( n = 5 \), that is,

\[ \frac{d^2 y}{dx^2} + \frac{2}{x} \frac{dy}{dx} + y^5 = 0. \]

A particular solution containing one arbitrary constant is found to be

\[ y = \left(\frac{3a}{x^2 + 3a^2}\right)^{\frac{1}{4}}; \]

but this fact does not help in obtaining the complete solution, which is not known.

4. Existence Theorems

The theorems which were given in Chapter 4 defining conditions for the existence of a solution of the general differential equation of first order can be extended without essential change to differential equations of higher order. The three types of existence theorem given there are adaptable to the more general problem, although that of Cauchy-Lipschitz involves some complexities in the formulas involved.

In order not to repeat arguments which differ little from those already given, we shall state, without entering into the details of the proof, the existence theorem from the calculus of limits for a system of two equations of first order. It will be seen that this theorem also includes as a special case the existence theorem for a differential equation of second order.
In a somewhat abbreviated form, we shall extend the proof of the method of successive approximations to these cases. The generalization to systems of equations in \( n \) dependent variables and to differential equations of higher order should then be easily understood from these arguments.

We shall be concerned with the following system of two equations of first order:

\[
\frac{dy}{dx} = f(x, y, z), \quad \frac{dz}{dx} = g(x, y, z), \tag{1}
\]

where the functions \( f(x, y, z) \) and \( g(x, y, z) \) are subject to limitations imposed by the theorems.

The following equation of second order:

\[
\frac{d^2y}{dx^2} = F(x, y, y'), \tag{2}
\]

is readily converted into a special case of system (1) by writing:

\[
\frac{dy}{dx} = z, \quad \frac{dz}{dx} = F(x, y, z). \tag{3}
\]

A solution of (1) is now sought within some domain \( R \) of the variables involved, which reduces to given initial values: \( y = y_0 \) and \( z = z_0 \), when \( x = x_0 \).

In the calculus of limits we assume that the functions \( f(x, y, z) \) and \( g(x, y, z) \) are analytic in the neighborhood of the initial values.

Under this assumption, the equations of system (1) have a unique solution, given by the functions \( y = y(x) \) and \( z = z(x) \), which are analytic in the neighborhood of \( x = x_0 \) and which reduce respectively to \( y_0 \) and \( z_0 \) when \( x = x_0 \). These solutions can be represented explicitly by the following series:

\[
y = y_0 + y'_0(x - x_0) + \frac{y''_0}{2!}(x - x_0)^2 + \frac{y'''_0}{3!}(x - x_0)^3 + \ldots, \tag{4}
\]

\[
z = z_0 + z'_0(x - x_0) + \frac{z''_0}{2!}(x - x_0)^2 + \frac{z'''_0}{3!}(x - x_0)^3 + \ldots,
\]

where the derivatives, evaluated at the point \( x = x_0 \), are obtained from successive differentiations of the equations (1).

As in the simpler case of an equation of first order, the proof of the theorem depends upon the determination of a majorante for system (1). Such a majorante is provided by the system:

\[
\frac{dY}{dx} = \frac{dZ}{dx} = F(x, Y, Z), \tag{5}
\]
where we have
\[ F(x, y, z) = \frac{M}{(1 - \frac{x}{a})(1 - \frac{y}{b})(1 - \frac{z}{c})}. \] (6)

The use of this majorante in establishing the convergence of the series (4) differs in no essential manner from the use of a similar majorante in the case of one equation of first order. The reader is referred to Section 2 of Chapter 4 for the details of the argument.

In establishing conditions for the existence of a solution of system (1) by the method of successive approximations, we proceed as follows:

Since \( y = y_0 \) and \( z = z_0 \) when \( x = x_0 \) we first write the solution in the following form:

\[ y = y_0 + \int_{x_0}^{x} f(x, y, z) \, dx, \quad z = z_0 + \int_{x_0}^{x} g(x, y, z) \, dx. \] (7)

The variations of the variables \( x, y, \) and \( z \) are now restricted to the interior of a region \( R \) defined as follows:

\[ |x - x_0| \leq a, \quad |y - y_0| \leq b, \quad |z - z_0| \leq c, \] (8)

and we assume that within \( R \) both \( f(x, y, z) \) and \( g(x, y, z) \) are continuous functions and have upper bounds less in absolute value than a positive constant \( M. \) We shall assume further that \( a \) is the smaller of the two values \( b/M \) and \( c/M. \)

We now introduce the following Lipschitz condition:

If \( (x, y, z) \) and \( (x, y', z') \) are any two points in \( R \) which have the same \( x \)-coordinate, then there exist two positive numbers \( K \) and \( L \) such that

\[ |f(x, y, z) - f(x, y', z')| \leq K|y - y'| + L|z - z'|, \]
\[ |g(x, y, z) - g(x, y', z')| \leq K|y - y'| + L|z - z'|. \] (9)

As in the case of a single equation of first order, a series of successive approximations are obtained, which assume the following general form:

\[ y_n(x) = y_0 + \int_{x_0}^{x} f[x, y_{n-1}(x), z_{n-1}(x)] \, dx, \] (10)

\[ z_n(x) = z_0 + \int_{x_0}^{x} g[x, y_{n-1}(x), z_{n-1}(x)] \, dx. \]

By an argument which differs in no essential detail from that given in Section 3 of Chapter 4, the conditions imposed above are sufficient to guarantee, first, the uniform convergence of the following series:

\[ y(x) = y_0 + (y_1 - y_0) + (y_2 - y_1) + \ldots + (y_n - y_{n-1}) + \ldots, \]
\[ z(x) = z_0 + (z_1 - z_0) + (z_2 - z_1) + \ldots + (z_n - z_{n-1}) + \ldots, \] (11)
and, second, that there exists no other system of integrals, which assume the prescribed values $y_0$ and $z_0$.

5. The Problem of the Pendulum

As we have already seen in Section 4 of Chapter 1, the mathematical description of the vibration of the simple pendulum is formulated in terms of the equation:

$$\frac{d^2\theta}{dt^2} + \frac{g}{L} \sin \theta = 0,$$

(1)

where $L$ is the length of the pendulum, $g$ the acceleration of gravity, and $\theta$ the angular displacement of the pendulum from its position of equilibrium.

As we have seen earlier, the solution of this equation can be achieved by means of elliptic integrals and expressed in terms of elliptic functions. To obtain the solution in convenient form, we proceed as follows:

The first integral is readily seen to be the following:

$$\frac{1}{2} \left( \frac{d\theta}{dt} \right)^2 - \frac{g}{L} \cos \theta = C,$$

(2)

where $C$ is an arbitrary constant.

If $\theta = \omega$ is the maximum displacement of the pendulum from its equilibrium position, then $\theta' = 0$ for this value, and we thus can evaluate $C$, for which we find $C = -(g \cos \omega)/L$.

We now solve (2) for $d\theta/dt$, and thus obtain the equation

$$\frac{d\theta}{dt} = \sqrt{\frac{2g}{L}} \sqrt{\cos \theta - \cos \omega},$$

(3)

which can also be written in the form

$$dt = \sqrt{\frac{L}{2g} \sqrt{\cos \theta - \cos \omega}}.$$

(4)

In order to reduce the right-hand member of this equation to standard form, we introduce the transformation:

$$\cos \theta = 1 - 2k^2 \sin^2 \phi, \quad k = \sin \frac{1}{2} \omega,$$

(5)

and observe the following relationships:

$$\cos \theta - \cos \omega = 2k^2 \cos^2 \phi,$$

$$\sin \theta = 2k \sin \phi \sqrt{1 - k^2 \sin^2 \phi},$$

$$\sin \theta \ d\theta = 4k^2 \sin \phi \cos \phi \ d\phi.$$

(6)
When these values are substituted in (4), we obtain the following standard form for $dt$:

$$ dt = \sqrt{\frac{L}{g}} \frac{d\phi}{\sqrt{1-k^2 \sin^2 \phi}}. $$  

(7)

Therefore the time $T$ required for the pendulum to swing from its position of equilibrium at $\theta=0$ to a displacement of $\theta=\theta_0$ is given by the integral

$$ T = \sqrt{\frac{L}{g}} \int_0^{\phi_0} \frac{d\phi}{\sqrt{1-k^2 \sin^2 \phi}}, $$  

(8)

where $\phi_0$ is obtained from the equation:

$$ \sin^2 \phi_0 = \frac{1-\cos \theta_0}{2k^2} = \frac{1}{k^2}, $$  

(9)

that is to say,

$$ \phi_0 = \arcsin \left( \frac{\sin \frac{1}{2} \theta_0}{k} \right). $$  

(10)

In terms of elliptic integrals, we can write (8) as follows:

$$ T = \sqrt{\frac{L}{g}} F(\phi_0, k). $$  

(11)

The period of the simple pendulum is defined to be the time required to make a complete oscillation between positions of maximum displacement. To determine this position of maximum displacement, we combine (6) with (3) and thus write

$$ \frac{d\theta}{dt} = 2k \sqrt{\frac{g}{L}} \cos \phi. $$  

(12)

Since the desired value of $\theta$ is that for which $d\theta/dt=0$, we see that this corresponds to $\phi = \frac{1}{2} \pi$. Therefore, if we let $P(k)$ be the period of the pendulum, we get

$$ P(k) = 4 \sqrt{\frac{L}{g}} \int_0^{\pi/2} \frac{d\phi}{\sqrt{1-k^2 \sin^2 \phi}}, $$

$$ = 4 \sqrt{\frac{L}{g}} K(k), $$  

(13)

where $K(k)$ is the complete elliptic integral of first kind.

When $k=0$, this reduces to

$$ P = 2\pi \sqrt{\frac{L}{g}}. $$  

(14)
In order to find the actual motion of the pendulum, that is, the displacement as a function of \( t \), we integrate (7) and thus obtain

\[
t = \sqrt{\frac{L}{g}} \int_0^t \frac{d\phi}{\sqrt{1 - k^2 \sin^2 \phi}}.
\]  
(15)

From the definitions of Section 8, Chapter 6, this equation can be written

\[
\text{sn} \left( t \sqrt{\frac{g}{L}}, k \right) = \sin \phi = \frac{1}{k} \sin \frac{1}{2} \theta,
\]  
(16)

from which we obtain finally

\[
\theta = 2 \arcsin \left[ k \text{sn} \left( t \sqrt{\frac{g}{L}}, k \right) \right], \quad k = \sin \frac{1}{2} \omega.
\]  
(17)

### PROBLEMS

1. A pendulum is displaced through an angle of 45°. Compute its period. Answer 6.53 \( \sqrt{L/g} \) seconds.

2. A seconds pendulum is one that makes a full swing in one second. Using the standard value \( g = 32.174 \) ft./sec.\(^2\), show that the length of the seconds pendulum is 39.11 inches.

3. If a seconds pendulum is displaced through an angle of 90°, determine the time required for it to make one complete oscillation. Answer 2.36 seconds.

4. Answer Problem 3 if the initial displacement is 10°. Answer 2.004 seconds.

5. Find the ratio of the periods of a pendulum for which \( k = \sin 30° \) and the pendulum for which \( k = 0 \). Answer 1.0732.

6. Show that \( P(k) \) has the expansion

\[
P(k) = 2\pi \sqrt{\frac{L}{g}} \left[ 1 + \frac{1}{2} \left( \frac{3}{2} \right)^2 k^2 + \frac{1}{2} \left( \frac{3}{2} \right)^4 k^4 + \frac{1}{2} \left( \frac{3}{2} \right)^6 k^6 + \ldots \right].
\]

7. Use the expansion of Problem 6 to compute \( P(\frac{1}{2}) \). Answer 6.743 \( \sqrt{L/g} \).

8. If \( L = g/16 \) and if \( k = \frac{1}{2} \), graph the displacement of the pendulum as a function of time through one complete oscillation.

### 6. The Equation: \( y'' = 6y^2 \)

In order to illustrate the manner in which arbitrary constants enter into the solution of nonlinear equations of second order, we shall consider from various points of view the relatively simple equation

\[
\frac{d^2y}{dx^2} = 6y^2.
\]  
(1)

Referring to Section 1, Chapter 6, we see that the solution of this equation can be expressed in terms of elliptic functions, and, as we
shall observe shortly, the solution is actually \( y = \varphi(x) \). But the problem in which we shall be interested in this and in subsequent sections is the manner in which the arbitrary constants enter the general solution and their relationship to various types of expansions. In this way, more, perhaps, than in any other, one can observe the complexities which arise when the property of linearity has been abandoned.

We shall first show that the solution of (1) can be written in the form

\[
y(x) = C^2 \left[ \frac{-k^2}{1 + k^2} + \frac{1}{\text{sn}^2(C(x-x_1), k)} \right],
\]

(2)

where \( C \) and \( x_1 \) are arbitrary constants and \( k^3 \) is a root of the equation:

\[
1 - k^2 + k^4 = 0
\]

(3)

In order to prove this, let us assume the solution in the form

\[
y = A + \frac{B}{\text{sn}^2(Cv)}, \quad v = x - x_1.
\]

(4)

Taking two derivatives of \( y \), we get

\[
\frac{d^2y}{dx^2} \frac{2BC^2}{\text{sn}^6(Cv)} \left[ \text{sn}^3(Cv) \frac{d^2}{dx^2} \text{sn}(Cv) - 3 \text{sn}^2(Cv) \left\{ \frac{d}{dx} \text{sn}(Cv) \right\}^2 \right].
\]

(5)

Making use of the identities

\[
\left\{ \frac{d}{dx} \text{sn} x \right\}^2 = \text{cn}^2 x \text{dn}^2 x = (1 - \text{sn}^2 x)(1 - k^2 \text{sn}^2 x),
\]

\[
\frac{d^2}{dx^2} \text{sn} x = 2k^2 \text{sn}^3 x - (1 + k^2) \text{sn} x,
\]

we reduce (5) as follows:

\[
\frac{d^2y}{dx^2} = \frac{-2BC^2}{\text{sn}^4(Cv)} \left[ -k^2 \text{sn}^4(Cv) + 2 \text{sn}^2(Cv) + 2k^2 \text{sn}^2(Cv) - 3 \right],
\]

\[
= \frac{6BC^2}{\text{sn}^4(Cv)} + 2k^2BC^2 - \frac{4BC^2(1 + k^2)}{\text{sn}^2(Cv)}.
\]

(6)

Since \( y'' = 6y^2 \), by equating six times the square of (4) to (6), we get the following identity between the functions:

\[
\frac{6BC^2}{\text{sn}^4(Cv)} + 2k^2BC^2 - \frac{4BC^2(1 + k^2)}{\text{sn}^2(Cv)} = 6A^2 + \frac{6B^2}{\text{sn}^4(Cv)} + \frac{12AB}{\text{sn}^2(Cv)}.
\]
Identifying coefficients, we thus obtain

\[ 6A^2 = 2k^2BC^2, \quad 6B^2 = 6BC^2, \quad -4BC^2(1+k^2) = 12AB, \]

from which we get the following values for \( A \) and \( B \):

\[ B = C^2, \quad A = -\frac{1}{3} C^2(1+k^2) = \frac{\sqrt{3}}{3} kC^2. \quad (7) \]

From the second equation of (7), after squaring and deleting the common factor, we obtain:

\[ 1 - k^2 + k^4 = 0. \quad (8) \]

That is to say, \( k^2 \) is either of the complex roots of the equation: \( z^3 + 1 = 0 \), namely, \( k^2 = 1 + \omega \), or \( 1 + \omega^2 \), where \( \omega \) is a complex cube root of unity.

We further observe that \( A^2 = k^2 C^4 / 3 \), \( 1/A = -3/[C^2(1+k^2)] \), and hence we get

\[ A = -\frac{C^2k^2}{1+k^3}. \quad (9) \]

The solution of equation (1) can also be written in the form

\[ y = \wp(x), \quad (10) \]

where \( \wp(x) \) is the elliptic function of Weierstrass described in Section 16, Chapter 6. If we take the derivative of equation (7) of that section, we have

\[ \frac{d^2u}{dx^2} = 6u^2 - \frac{1}{2} g_2. \quad (11) \]

When \( u \) is replaced by \( y \), and \( g_2 \) set equal to zero, equation (1) results.

That \( \wp(x) \) is a solution of (1) can also be proved directly. Let us write

\[ \wp(x) = e_3 + \frac{e_1 - e_3}{\text{sn}^2(Cx, k)}, \quad (12) \]

where, by virtue of the fact that \( g_2 = 0 \), we have

\[ C^2 = e_1 - e_3, \quad k^2 = \frac{e_2 - e_3}{e_1 - e_3}, \quad e_1 + e_2 + e_3 = 0, \quad e_1e_2 + e_1e_3 + e_2e_3 = 0. \quad (13) \]
Referring to equation (2), we see that we must prove that 
\[-C^2k^2/(1+k^2)\] is equal to \(e_3\). But this follows from equations (13), since we have
\[
\frac{-C^2k^2}{1+k^2} = \frac{(e_1-e_3)(e_2-e_3)}{e_1+e_2-2e_3} = \frac{e_1e_2-e_1e_3-e_2e_3+e_3^2}{3e_3} = \frac{(-2e_1e_3-2e_2e_3+e_3^2)}{3e_3} = \frac{3e_3^2}{3e_3} = e_3.
\]

Although the form in which we have taken the solution, namely, that given in (2), will be useful in the next section, it should be observed that the solution can also be written equally well as follows:

\[
y = C^2 \left[ \frac{-k^2}{1+k^2} + k^2 \sin^2(Cv', k) \right], \quad v' = x - x_0,
\]

(14)

where \(x_0\) is an arbitrary constant. This second form of the solution is obtained by means of (4) in Section 14 of Chapter 6.

Although we have now achieved the complete solution of equation (1) in terms of Jacobi elliptic functions in either of the two forms (2) and (14), it is clear that something yet remains. Since \(k^2\) is a complex number, the solution is not real. Even though one separated \(y\) into real and imaginary components, let us say, \(y = U + iV\), neither \(U\) nor \(V\) separately is a solution as in the case of linear differential equations. For if we substitute \(y\) into (1) we get

\[U'' + iV'' = 6(U^2 - V^2) + 12 UVi,
\]

from which it follows that: \(U'' = 6(U^2 - V^2)\) and \(V^2 = 12 UV\).

The problem of achieving a real solution will be discussed in Section 9.

7. The Solution of \(y'' = 6y^2\) as a Laurent Series

We proceed next to express the solution of the equation

\[
\frac{d^2y}{dx^2} = 6y^2,
\]

(1)
as a Laurent series in the variable \(v\), where \(v = x - x_1\). From equation (2) of Section 6, we see that the solution has a pole of second order for \(v = 0\), and thus we assume that \(y\) can be written as the following series:

\[
y = \frac{a_{-2}}{v^2} + \frac{a_{-1}}{v} + a_0 + a_1v + a_2v^2 + a_3v^3 + \ldots.
\]

(2)
When this series is substituted in equation (1) and the coefficients of equal powers are equated, the following values of \( a_n \) are determined:

\[
a_{-2} = 1, \quad a_{-1} = a_0 = a_1 = a_2 = a_3 = 0, \quad a_4 = h, \quad a_5 = a_6 = \ldots = a_9 = 0,
\]

\[
a_{10} = \frac{h^2}{13}, \quad a_{11} = a_{12} = \ldots = a_{15} = 0, \quad a_{16} = \frac{h^3}{247}, \ldots,
\]

where \( h \) is an arbitrary constant.

Substituting these values in (2), we thus obtain

\[
y = \frac{1}{2} + hv^4 + \frac{h^2}{13} v^{10} + \frac{h^3}{247} v^{16} + \ldots
\]

To relate this expansion to the solution given in the preceding section, namely, equation (2) of that section, we first write \( \text{sn} \ z \) as follows:

\[
\text{sn} \ z = z + A_1 z^3 + A_2 z^5 + A_3 z^7 + A_4 z^9 + \ldots,
\]

where the \( A_i \) are obtained explicitly from the expansions given in Section 13 of Chapter 6. We now write

\[
\text{sn}^2 z = z^2 + 2A_1 z^4 + (A_1^2 + 2A_2) z^6 + (2A_3 + 2A_1 A_2) z^8 + (A_2^2 + 2A_4 + 2A_1 A_3) z^{10} + (2A_5 + 2A_1 A_4 + 2A_2 A_3) z^{12} + \ldots,
\]

\[
= z^2 + B_1 z^4 + B_2 z^6 + B_3 z^8 + B_4 z^{10} + B_5 z^{12} + \ldots.\]

(5)

From the explicit values of \( A_i \) given in Section 13 of Chapter 6, we find the following expressions for \( B_i \):

\[
B_1 = -\frac{1}{3} (1 + k^2), \quad B_2 = \frac{1}{45} (2 + 13k^2 + 2k^4), \quad B_3 = -\frac{1}{315} (1 + 30k^2 + 30k^4 + k^6),
\]

\[
B_4 = \frac{1}{28350} (4 + 502k^2 + 1752k^4 + 502k^6 + 4k^8),
\]

\[
B_5 = \frac{2}{467775} (1 + 509k^2 + 4951k^4 + 495k^6 + 509k^8 + k^{10}).
\]

(6)

Assuming next that

\[
\frac{z^2}{\text{sn}^2 z} = 1 + C_1 z^2 + C_2 z^4 + C_3 z^6 + C_4 z^8 + C_5 z^{10} + \ldots,
\]

(7)

*Additional values of \( B_i \) in terms of \( A_i \) are as follows:

\[
B_1 = A_1^2 + 2A_2 + 2A_1 A_3 + 2A_4 A_1 + 2A_1 A_5;
\]

\[
B_2 = 2A_1 + 2A_4 A_3 + 2A_4 A_5 + 2A_2 A_3 + 2A_1 A_6;
\]

\[
B_3 = A_2^2 + 2A_4 A_2 + 2A_4 A_1 + 2A_4 A_3 + 2A_2 A_4 + 2A_1 A_4 + 2A_4 A_1;
\]

\[
B_5 = 2A_4 A_3 + 2A_3 A_4 A_1 + 2A_4 A_3 + 2A_2 A_4 + 2A_1 A_4 + 2A_4 A_1.
\]
we compute the following product:
\[
(1 + C_1 z^2 + C_2 z^4 + \ldots)(1 + B_1 z^2 + B_2 z^4 + \ldots)
= 1 + (B_1 + C_1) z^2 + (C_2 + B_1 C_1 + B_2) z^4 + (C_3 + B_1 C_2 + B_3) z^6 + (C_4 + B_1 C_3 + B_2 C_2 + B_3 C_1 + B_4) z^8 + (C_5 + B_1 C_4 + B_2 C_3 + B_3 C_2 + B_4 C_1 + B_5) z^{10} + \ldots. \tag{8}
\]

Since this product is identically equal to 1, we set the coefficients of \(z^2, z^4, \) etc. equal to zero and thus compute successively the values of the \(C_i\) from the values of the \(B_i\). These are found explicitly to be the following:
\[
C_1 = -B_1 = \frac{1}{3} (1 + k^2), \quad C_2 = -B_2 - B_1 C_1 = \frac{1}{15} (1 - k^2 + k^4),
\]
\[
C_3 = \frac{1}{189} (2 - 3k^2 - 3k^4 + 2k^6), \quad C_4 = \frac{1}{675} (1 - k^2 + k^4)^2 = \frac{1}{3} C_2^2,
\]
\[
C_5 = \frac{1}{10395} (1 - k^2 + k^4)(2 - 3k^2 - 3k^4 + 2k^6) = \frac{3}{11} C_2 C_3. \tag{9}
\]

But we have shown in Section 6 that \(1 - k^2 + k^4 = 0\). Therefore we have \(C_2 = C_4 = C_5 = 0\). If we now replace \(z\) by \(C\) and substitute the expansion
\[
\frac{1}{\text{sn}^2(C)} = \frac{1}{C^2 v^2} + C_1 + C_2 C^2 v^2 + C_3 C^4 v^4 + \ldots,
\]
into the right hand member of equation (2) of Section 6, we get
\[
y(x) = C^2 \left[ \frac{-k^2}{1 + k^2} + \frac{1}{C^2 v^2} + C_1 + C_2 C^2 v^2 + C_3 C^4 v^4 + \ldots \right].
\]

We observe finally, that when \(1 - k^2 + k^4 = 0\), we have
\[
C_1 = \frac{k^2}{1 + k^2} = 0, \text{ and } C_2 = C_4 = C_5 = 0.
\]

Therefore, if we write
\[
h = C^4 C_3 = \frac{C^4}{189} (2 - 2k^2 - 3k^4 + 2k^6) = \frac{C^4}{63} (1 - 2k^2), \tag{10}
\]
we obtain as the Laurant expansion of the solution of equation (1) the following:
\[
y = \frac{1}{v^2} + h v^4 + 0 \cdot v^6 + 0 \cdot v^8 + \ldots.
\]

This, we see, agrees with the expansion (4) above.
8. The Solution of $y'' = 6y^2$ as a Taylor's Series

In the preceding section the solution of the equation

$$\frac{d^2y}{dx^2} = 6y^2,$$  \hspace{1cm} (1)

was obtained in the form of a Laurent series. One of the arbitrary constants in the solution was exhibited as the value $x_1$, where the function had a pole of second order. In other words, a solution of (1) can be found which has a pole of second order at any specified point in the plane. The equation thus provides us with an example of a solution which has a movable pole.

But in the solution of differential equations, one usually seeks a solving function which is analytic in the neighborhood of a point $x = x_0$ and which assumes at that point prescribed values of $y$ and $y'$, let us say, $y_0$ and $y'_0$.

That such a solution exists for equation (1) at every point in the plane is assured by the existence theorems of Section 4. We thus have the peculiar situation that every point in the plane can be a polar singularity of the solution and yet every point can also be a regular point. This apparent paradox is readily dispelled in the present case by observing that the solution of (1), which was shown in Section 6 first to have the form

$$y = C^2 \left[ \frac{-k^2}{1+k^2} + \frac{1}{\text{sn}^2(Cv,k)} \right], \ v = x - x_1,$$  \hspace{1cm} (2)

was later exhibited as the function

$$y = C^2 \left[ \frac{-k^2}{1+k^2} + k^2 \text{sn}^2(Cv',k) \right], \ v' = x - x_0.$$  \hspace{1cm} (3)

In both solutions $x_0$ and $x_1$ are arbitrary constants.

Since sn($x,k$) is analytic in the neighborhood of zero, it is clear that the function defined in (3) is analytic in the neighborhood of $x_0$. The Taylor's series is readily found to be

$$y = y_0 + y'_0 (x - x_0) + \frac{y''_0}{2!} (x - x_0)^2 + \frac{y''''_0}{3!} (x - x_0)^3 + \ldots,$$  \hspace{1cm} (4)

where $y_0$ and $y'_0$ are specified arbitrarily, $y''_0$ is obtained from the differential equation, and $y''''_0$ and higher derivatives are evaluated from successive derivatives of (1).
The first few of these derivatives are the following:

\[ y^{(3)} = 12yy', \quad y^{(4)} = 12(yy'' + y'^2) - 12(6y^3 + y'^2), \]
\[ y^{(5)} = 12(yy^{(3)} + 3y'y'') = 360y^2y', \quad y^{(6)} = 720y(3y^3 + y'^2), \]
\[ y^{(7)} = 720y'(24y^3 + y'^2), \quad y^{(8)} = 12960y^2(8y^3 + 5y'^2). \]  
(5)

The relationship between the two expansions, equation (4) of Section 7 and equation (4) of this section, is readily understood if \( x \) in the former is replaced by \( x_0 \) and \( y \) by \( y_0 \). Equation (4) of Section 7 is now differentiated and \( x \) and \( y' \) replaced respectively by \( x_0 \) and \( y'_0 \). Denoting \( x_0 - x_1 \) by \( v_0 \), we thus have explicitly

\[ y_0 = \frac{1}{v_0^5} + h v_0^4 + \frac{h^2}{13} v_0^3 + \frac{h^3}{247} v_0^2 + \ldots, \]
\[ y'_0 = -\frac{2}{v_0^3} + 4h v_0^2 + \frac{10}{13} h^2 v_0 + \frac{16}{247} h^3 v_0^2 + \ldots. \]  
(6)

These two equations form a system for the determination of the unknown parameters \( h \) and \( v \) in terms of the given values \( x_0, y_0, \) and \( y'_0 \). From the value of \( v_0 \) thus determined, it is then possible to obtain \( x_1 \), which is a polar point for \( y \). This value determines the region of convergence of series (4), which is thus limited to the interior of the circle with center at \( x_0 \) and radius equal to \( |x_1 - x_0| \).

System (6) is generally difficult to solve unless \( |v_0| \) is small, some value less than 1. By a method which will be described in a later chapter, it is possible to begin with an initial set of values \( (X_0, Y_0, Y'_0) \) and determine new values \( (x_0, y_0, y'_0) \) for which \( |v_0| \) is less than 1. Under these conditions terms in (6) which contain powers of \( h \) higher than 1 can usually be neglected for a first approximation and equations (6) reduce to the following:

\[ y_0 = \frac{1}{v_0^5} + h v_0^4, \]
\[ y'_0 = -\frac{2}{v_0^3} + 4h v_0^2. \]  
(7)

Eliminating \( h \) from these equations, we obtain the following cubic:

\[ y'_0 v_0^2 - 4y_0 v_0^3 + 6 = 0, \]  
(8)

from which an approximation for \( v_0 \) can be made. The corresponding value of \( h \) is then found from the equation:

\[ h = (y_0 v_0^2 - 1)/v_0^2. \]  
(9)
Even though $|v_0|$ is not less than 1, the approximation obtained from (8) may be a good one. Thus, for the initial values: $x_0=0$, $y_0=1$, $y'_0=0$, we find that $v_0=x_0=\frac{1}{2}\sqrt{6}=1.2247$ and that $k=4/27$. As we shall show in the next section, these parameters have the exact values: 1.21432 (to five decimal places) and $1/7$ respectively.

From what has been said we see that equation (4) provides a method for obtaining values of $y$ in the neighborhood of $x_0$ and the first of equations (6) for computing values in the neighborhood of the pole $x_1$. But in general, the rate of convergence of both series is such that neither usually provides a convenient algorithm for obtaining values midway between $x_0$ and $x_1$. Another method for computing these values will be described in a later chapter.

9. The Equation: $y''=6y^2-\frac{1}{2}g_2$

Although the equation

$$\frac{d^2y}{dx^2}=6y^2-\frac{1}{2}g_2,$$  \hspace{1cm} (1)

appears to have a restricted form, the more general equation

$$\frac{d^2u}{dx^2}=Au^2+B,$$  \hspace{1cm} (2)

is readily reduced to it by means of the transformation:

$$u=py, \quad z=qx, \quad p^2=-12B/(Ag_2), \quad q^4=-3g_2/(AB).$$  \hspace{1cm} (3)

The solution of equation (1) is given by

$$y=\varphi(x),$$

and the formal expansions of both $y$ and $y'$ about an arbitrary polar singularity $x_1$ are the following series, where $g_3$ is an arbitrary constant:

$$y=\varphi(x)=\frac{1}{v^3}+\frac{1}{20}g_2v^2+\frac{1}{28}g_3v^3+\frac{1}{1200}g_2^2v^5+\frac{3}{6160}g_2g_3v^8+\ldots,$$

$$y'=\varphi'(x)=-\frac{2}{v^3}+\frac{1}{10}g_2v^2+\frac{1}{7}g_3v^3+\frac{1}{200}g_2^2v^5+\frac{3}{770}g_2g_3v^8+\ldots.$$  \hspace{1cm} (4)

In these expansions $v=x-x_1$. 
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The half periods, $\Omega$ and $\Omega'$, are defined by the equations:
$$
\varrho(\Omega) = e_1, \quad \varrho(\Omega + \Omega') = e_2, \quad \varrho(\Omega') = e_3,
$$
(5)
where $e_1$, $e_2$, and $e_3$ are the roots of the equation:
$$
4s^3 - g_2s - g_3 = 0.
$$
(6)

For the equianharmonic case (See Section 16, Chapter 6) we have $g_2 = 0$, which reduces (1) to the equation already discussed in the preceding three sections. We can now complete that case by obtaining the real solution. For this purpose we consider the roots of (6), which we now write: $e_1 = a\omega$, $e_2 = a$, $e_3 = a\omega^2$, where $\omega$ and $\omega^2$ are the complex cube roots of 1, and $a = (g_3/4)^{1/3} = 0.6299605$ $(g_3)^{1/3}$. We shall assume that $g_3$ is a positive real number.

The real half-period $\Omega_2$, defined by $\varrho(\Omega_2) = e_2$, has been computed in Section 16, Chapter 6, and shown to be $1.529954037/(g_3)^{1/8}$.

A table of the values of the solution of equation (1) was first published by A. G. Greenhill and A. G. Hadcock in 1889 and this table appears in all the editions of the Funktionentafeln of E. Jahnke and F. Emde. The values of $y$, given in the Greenhill-Hadcock table, correspond to an argument $r$ defined in terms of $v$ by the equation: $r = 108v/\Omega_2$. Since $v = 0$ is a pole, it follows that $v = 2\Omega_2$ is also a pole. Thus $r$ ranges between 0 and 360. The midpoint of the range, which we shall denote by $v_0$, corresponds to $r = 180$. Its value is thus $\Omega_2$. The initial values used by the computers were: $y_0 = a = 0.62996$, which corresponds to a choice of $g_3 = 1$; $y_0 = 0$; $v_0 = \Omega_2$.

The table just described can be used for the evaluation of a solution of the equianharmonic case of (1), that is, where $g_2 = 0$, for the initial values: $y = u_0$, $y' = y_0' = 0$, $x = z_0$, in which both $u_0$ and $z_0$ are arbitrary.

For this purpose let us write equation (1) and the corresponding equation defining the first derivative as follows:
$$
\frac{d^2y}{dx^2} = 6y^2, \quad \left(\frac{dy}{dx}\right)^2 = 4y^3 - g_3.
$$
(7)

A particular solution is given in terms of the initial conditions: $y = y_0$, $y' = y_0' = 0$, $x = z_0$, and a second solution is now sought corresponding to the initial values $(u_0, 0, z_0)$.

Observing first that the arbitrary constant $g_3$ has the value: $g_3 = 4y_0^3$, we next make the transformation:
$$
y = Pu, \quad x - x_0 = Q(z - z_0),
$$
(8)
by means of which equations (7) become
$$
\frac{d^2u}{dz^2} = 6PQ^2u^2, \quad \left(\frac{du}{dz}\right)^2 = Q^2(4Pu^3 - g_3/P^2).
$$
(9)
We now write: \( PQ^2 = 1 \), and since \( u = u_0 \) when \( y = y_0 \), we have \( P = y_0/u_0 \) and \( Q^2 = u_0/y_0 \). Since \( u_0 = 0 \), we obtain from the second equation of (9), \( g_3 = 4v_0^2P^3 \), which is seen to be consistent with the value of \( g_3 \) already obtained above.

In particular, if we now let \( y_0 = a = 1/\sqrt[3]{4}, x_0 = \Omega_2 \), as in the table mentioned above, and if \( u_0 = 1, z_0 = 0 \), then the values corresponding to the new boundary conditions are obtained from the tabulated values by the following equations:

\[
\begin{align*}
  u &= y/P = \frac{3}{\sqrt[3]{4}} y = 1.5874011 y, \\
  z &= (x-x_0)/Q = (x-\Omega_2) = (x-1.5299540)/2, \\
  &= 0.7937006 (x-1.5299540). 
\end{align*}
\] (10)

In terms of \( r \), for which values of \( y \) are tabulated, \( x = \Omega_2(r/180) \). Thus, when \( r = 240 \), we have \( x = \frac{4}{3} \Omega_2, y = 1.0000 \). Hence, \( u = 1.5874 \), when \( z = 0.7937 \left( \frac{4}{3} - 1 \right) \Omega_2 = 0.4048 \).

The values for \( u' \) are computed from (9), which now becomes

\[
\left( \frac{du}{dz} \right)^2 = 4u^3 - 4. \tag{11}
\]

The half-period of the function \( u(z) \) is equal to \( 1.5299540/\sqrt[3]{2} = 1.2143254 \). This value we shall denote by \( z_1 \). The expansions of \( u(z) \) and \( u'(z) \) in the neighborhood of \( z_1 \) are obtained from equations (4) in which appropriate substitutions have been made with special reference to the higher terms given in (3) of Section 7. We thus have

\[
\begin{align*}
  u &= \frac{1}{v^2} + \frac{1}{7} v^4 + \frac{1}{637} v^{10} + \frac{1}{84721} v^{16} + \cdots, \\
  u' &= -\frac{2}{v^3} + \frac{4}{7} v^3 + \frac{10}{637} v^9 + \frac{16}{84721} v^{15} + \cdots,
\end{align*}
\] (12)

where \( v = z - z_1 \).

The graphical representations of \( u(z) \) and \( u'(z) \) are shown in Figure 1. It will be observed that \( u(z) \) is an even function and \( u'(z) \) an odd function. Both functions are periodic with real period equal to \( 2.4286508 = 0.7730636\pi \). Values of \( u \) and \( u' \) are given in the
Figure 1.—Graphical representation of $u(z)$ and $u'(z)$. 
following table, which has been computed by a method of analytic continuation, which will be described in a later chapter.

Values of \( u = \varphi(z, 0, 4) \).

<table>
<thead>
<tr>
<th>( z )</th>
<th>( u )</th>
<th>( u' )</th>
<th>( z )</th>
<th>( u )</th>
<th>( u' )</th>
<th>( z )</th>
<th>( u )</th>
<th>( u' )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>1.0000</td>
<td>0.0000</td>
<td>0.35</td>
<td>1.4185</td>
<td>2.7238</td>
<td>0.70</td>
<td>3.7895</td>
<td>14.62</td>
</tr>
<tr>
<td>0.01</td>
<td>1.0003</td>
<td>0.0600</td>
<td>0.36</td>
<td>1.4464</td>
<td>2.8469</td>
<td>0.71</td>
<td>3.9401</td>
<td>15.51</td>
</tr>
<tr>
<td>0.02</td>
<td>1.0012</td>
<td>0.1201</td>
<td>0.37</td>
<td>1.4755</td>
<td>2.9750</td>
<td>0.72</td>
<td>4.1000</td>
<td>16.48</td>
</tr>
<tr>
<td>0.03</td>
<td>1.0027</td>
<td>0.1803</td>
<td>0.38</td>
<td>1.5059</td>
<td>3.1083</td>
<td>0.73</td>
<td>4.2700</td>
<td>17.35</td>
</tr>
<tr>
<td>0.04</td>
<td>1.0048</td>
<td>0.2408</td>
<td>0.39</td>
<td>1.5377</td>
<td>3.2472</td>
<td>0.74</td>
<td>4.4509</td>
<td>18.27</td>
</tr>
<tr>
<td>0.05</td>
<td>1.0075</td>
<td>0.3015</td>
<td>0.40</td>
<td>1.5709</td>
<td>3.3921</td>
<td>0.75</td>
<td>4.6438</td>
<td>19.19</td>
</tr>
<tr>
<td>0.06</td>
<td>1.0108</td>
<td>0.3626</td>
<td>0.41</td>
<td>1.6055</td>
<td>3.5435</td>
<td>0.76</td>
<td>4.8495</td>
<td>21.27</td>
</tr>
<tr>
<td>0.07</td>
<td>1.0148</td>
<td>0.4241</td>
<td>0.42</td>
<td>1.6417</td>
<td>3.7016</td>
<td>0.77</td>
<td>5.0694</td>
<td>22.74</td>
</tr>
<tr>
<td>0.08</td>
<td>1.0193</td>
<td>0.4862</td>
<td>0.43</td>
<td>1.6796</td>
<td>3.8671</td>
<td>0.78</td>
<td>5.3048</td>
<td>24.35</td>
</tr>
<tr>
<td>0.09</td>
<td>1.0245</td>
<td>0.5489</td>
<td>0.44</td>
<td>1.7191</td>
<td>4.0403</td>
<td>0.79</td>
<td>5.5570</td>
<td>26.12</td>
</tr>
<tr>
<td>0.10</td>
<td>1.0303</td>
<td>0.6122</td>
<td>0.45</td>
<td>1.7604</td>
<td>4.2219</td>
<td>0.80</td>
<td>5.8277</td>
<td>28.07</td>
</tr>
<tr>
<td>0.11</td>
<td>1.0367</td>
<td>0.6762</td>
<td>0.46</td>
<td>1.8036</td>
<td>4.4124</td>
<td>0.81</td>
<td>6.1199</td>
<td>30.2</td>
</tr>
<tr>
<td>0.12</td>
<td>1.0438</td>
<td>0.7412</td>
<td>0.47</td>
<td>1.8487</td>
<td>4.6125</td>
<td>0.82</td>
<td>6.433</td>
<td>32.6</td>
</tr>
<tr>
<td>0.13</td>
<td>1.0515</td>
<td>0.8070</td>
<td>0.48</td>
<td>1.8958</td>
<td>4.8228</td>
<td>0.83</td>
<td>6.7711</td>
<td>35.2</td>
</tr>
<tr>
<td>0.14</td>
<td>1.0599</td>
<td>0.8739</td>
<td>0.49</td>
<td>1.9452</td>
<td>5.0441</td>
<td>0.84</td>
<td>7.137</td>
<td>38.1</td>
</tr>
<tr>
<td>0.15</td>
<td>1.0690</td>
<td>0.9418</td>
<td>0.50</td>
<td>1.9968</td>
<td>5.2772</td>
<td>0.85</td>
<td>7.534</td>
<td>41.4</td>
</tr>
<tr>
<td>0.16</td>
<td>1.0788</td>
<td>1.0110</td>
<td>0.51</td>
<td>2.0508</td>
<td>5.523</td>
<td>0.86</td>
<td>7.964</td>
<td>44.9</td>
</tr>
<tr>
<td>0.17</td>
<td>1.0892</td>
<td>1.0815</td>
<td>0.52</td>
<td>2.1073</td>
<td>5.782</td>
<td>0.87</td>
<td>8.433</td>
<td>48.9</td>
</tr>
<tr>
<td>0.18</td>
<td>1.1004</td>
<td>1.1534</td>
<td>0.53</td>
<td>2.1665</td>
<td>6.056</td>
<td>0.88</td>
<td>8.944</td>
<td>53.5</td>
</tr>
<tr>
<td>0.19</td>
<td>1.1123</td>
<td>1.2269</td>
<td>0.54</td>
<td>2.2284</td>
<td>6.346</td>
<td>0.89</td>
<td>9.504</td>
<td>58.6</td>
</tr>
<tr>
<td>0.20</td>
<td>1.1249</td>
<td>1.3019</td>
<td>0.55</td>
<td>2.2934</td>
<td>6.653</td>
<td>0.90</td>
<td>10.12</td>
<td>64.3</td>
</tr>
<tr>
<td>0.21</td>
<td>1.1383</td>
<td>1.3788</td>
<td>0.56</td>
<td>2.3615</td>
<td>6.978</td>
<td>0.91</td>
<td>10.79</td>
<td>70.9</td>
</tr>
<tr>
<td>0.22</td>
<td>1.1525</td>
<td>1.4575</td>
<td>0.57</td>
<td>2.4330</td>
<td>7.322</td>
<td>0.92</td>
<td>11.54</td>
<td>78.4</td>
</tr>
<tr>
<td>0.23</td>
<td>1.1675</td>
<td>1.5382</td>
<td>0.58</td>
<td>2.5081</td>
<td>7.689</td>
<td>0.93</td>
<td>12.36</td>
<td>86.9</td>
</tr>
<tr>
<td>0.24</td>
<td>1.1833</td>
<td>1.6211</td>
<td>0.59</td>
<td>2.5869</td>
<td>8.078</td>
<td>0.94</td>
<td>13.28</td>
<td>96.8</td>
</tr>
<tr>
<td>0.25</td>
<td>1.1999</td>
<td>1.7063</td>
<td>0.60</td>
<td>2.6697</td>
<td>8.492</td>
<td>0.95</td>
<td>14.30</td>
<td>108</td>
</tr>
<tr>
<td>0.26</td>
<td>1.2174</td>
<td>1.7939</td>
<td>0.61</td>
<td>2.7568</td>
<td>8.934</td>
<td>0.96</td>
<td>15.45</td>
<td>121</td>
</tr>
<tr>
<td>0.27</td>
<td>1.2358</td>
<td>1.8842</td>
<td>0.62</td>
<td>2.8485</td>
<td>9.405</td>
<td>0.97</td>
<td>16.74</td>
<td>137</td>
</tr>
<tr>
<td>0.28</td>
<td>1.2551</td>
<td>1.9772</td>
<td>0.63</td>
<td>2.9450</td>
<td>9.909</td>
<td>0.98</td>
<td>18.20</td>
<td>155</td>
</tr>
<tr>
<td>0.29</td>
<td>1.2753</td>
<td>2.0733</td>
<td>0.64</td>
<td>3.0467</td>
<td>10.45</td>
<td>0.99</td>
<td>19.85</td>
<td>177</td>
</tr>
<tr>
<td>0.30</td>
<td>1.2965</td>
<td>2.1725</td>
<td>0.65</td>
<td>3.1540</td>
<td>11.02</td>
<td>1.00</td>
<td>21.74</td>
<td>203</td>
</tr>
<tr>
<td>0.31</td>
<td>1.3188</td>
<td>2.2751</td>
<td>0.66</td>
<td>3.2673</td>
<td>11.64</td>
<td>1.21</td>
<td>23.27</td>
<td></td>
</tr>
<tr>
<td>0.32</td>
<td>1.3420</td>
<td>2.3813</td>
<td>0.67</td>
<td>3.3870</td>
<td>12.31</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.33</td>
<td>1.3664</td>
<td>2.4913</td>
<td>0.68</td>
<td>3.5135</td>
<td>13.02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.34</td>
<td>1.3919</td>
<td>2.6054</td>
<td>0.69</td>
<td>3.6475</td>
<td>13.79</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.35</td>
<td>1.4185</td>
<td>2.7238</td>
<td>0.70</td>
<td>3.7895</td>
<td>14.62</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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10. The Equation: $y'' = Ay + By^3$

The equation

$$\frac{d^2y}{dx^2} = Ay + By^3,$$  \hspace{1cm} (1)

is readily solved by observing the following identity taken from Section 10 of Chapter 6:

$$\frac{d^2}{du^2} \text{sn} u = 2k^2 \text{sn}^2 u - (1 + k^2) \text{sn} u.$$  \hspace{1cm} (2)

Replacing $u$ by $\lambda x$ and making an identification of constants, we readily obtain the general solution of (1) in the form:

$$y = C \; \text{sn}(\lambda x, k), \; \; v = x - x_0,$$  \hspace{1cm} (3)

where $\lambda$ and $x_0$ are arbitrary constants, and where $k$ and $C$ are determined as follows:

$$k^2 = \frac{\lambda^2 + A}{\lambda^2}, \; \; C^2 = {-2(\lambda^2 + A)}/B.$$  \hspace{1cm} (4)

Since $k$ and $C$ are thus functions of $\lambda$, it is clear that either of them, but not both, may be chosen arbitrarily.

Making use of the addition formulas for $\text{sn} u$ given in Section 9 of Chapter 6, we can give other forms to the general solution. Three of these are listed below as follows:

$$y = C \; \text{cn}(\lambda x, k), \; \; v = x - x_0,$$  \hspace{1cm} (5)

where

$$k^2 = \frac{(\lambda^2 + A)/(2\lambda^2)}{1}, \; \; C^2 = -(\lambda^2 + A)/B;$$

$$y = C \; \text{dn}(\lambda x, k), \; \; v = x - x_0,$$  \hspace{1cm} (6)

where

$$k^2 = \frac{(2\lambda^2 - A)/\lambda^2}{1}, \; \; C^2 = -2\lambda^2/B;$$

$$y = C/\text{sn}(\lambda x, k), \; \; v = x - x_0,$$  \hspace{1cm} (7)

where

$$k^2 = -(\lambda^2 - A)/\lambda^2, \; \; C^2 = 2\lambda^2/B.$$

In Section 5 of this chapter the equation

$$\frac{d^2y}{dx^2} + n^2 \sin y = 0,$$  \hspace{1cm} (8)

was solved and the solution given in the form:

$$y = 2 \arcsin (k \; \text{sn}(t,k)), \; \; k = \sin \frac{1}{2} \; \omega, \; \; t = nx,$$  \hspace{1cm} (9)

where $y' = 0$, when $y = \omega$. 
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As has been stated earlier, it is possible to convert (8) into an equation of type (1) by means of the transformation: \( y = \sin \frac{1}{2} z \), but it will be useful to us later to study the form of the equation obtained by replacing \( \sin y \) by the first two terms of its Taylor's expansion. Thus we have

\[
\frac{d^2y}{dx^2} + n^2 y - \frac{n^2}{6} y^3 = 0. \tag{10}
\]

The solution of this equation, comparable to (9), can be written:

\[
y = \omega \; \text{sn}(\mu t, k), \quad t = nx, \tag{11}
\]

where we have

\[
k^2 = \omega^2/(12 - \omega^2), \quad \mu^2 = 1 - \omega^2/12. \tag{12}
\]

The classical approximation of equation (8) is, of course, the linear equation:

\[
\frac{d^2y}{dx^2} + n^2 y = 0, \tag{13}
\]

the solution of which, comparable to (9), that is, \( y = \omega \), when \( y' = 0 \), is merely

\[
y = \omega \sin t, \quad t = nx. \tag{14}
\]

This function gives a close approximation to the solution of (8) when \( \omega \) is small, but when \( \omega \) is of the order of \( \pi/3 \) the departure is large. It will be of interest to compare the values of the three functions, defined respectively by (9), (11), and (14), when \( \omega = \pi/3 \).

That (9) and (11) give values very close to one another is seen if we compute the value of \( t \) for which the functions have attained their maximum values, namely, when \( y = \omega \). In the first case [equation (9)], when \( \omega = \pi/3 \), \( k = \sin(\pi/6) = \frac{1}{2} \). Hence, when \( \text{sn}(t, \frac{1}{2}) = 1, \ t = 1.68575 \).

In the second case [equation (11)], we compute

\[
k^2 = \frac{\pi^2}{108 - \pi^2} = 0.10058, \quad k = 0.31714,
\]

\[
\mu^2 = \left(1 - \frac{\pi^2}{108}\right) = 0.90861, \quad \mu = 0.95321.
\]

Setting \( k = \sin \alpha \), we find \( \alpha = 18^\circ .48992 \). Corresponding to this value, we have \( K(k) = 1.61270 \), from which we get

\[
t = K/\mu = 1.69185.
\]
This exceeds the value obtained in the first case by only 0.36 of one percent.

The corresponding value of \( t \) for equation (14) is \( \frac{1}{2}\pi = 1.57080 \), which is nearly seven percent less than the exact value. This difference is graphically illustrated in Figure 2, which shows the two functions, defined respectively by (9) and (14), over a complete cycle.

![Graph of \( y = 2 \arcsin \left( \frac{1}{2} \sin t \right) \), Period = 6.74301; \( y = \sin t \), Period = 2\pi = 6.2832.](Figure 2)

**11. Solution of the General Elliptic Equation**

The solution of the general elliptic equation,

\[
y'' = A + By + Cy^2 + Dy^3,
\]

is achieved by means of a theory of transformations, which reduces the integral to a standard form.

If we multiply (1) by \( y' \), integrate, and simplify the resulting expression, we obtain the following equation:

\[
(y')^2 = a + 2Ay + By^2 + \frac{2}{3} Cy^3 + \frac{1}{2} Dy^4,
\]

where \( a \) is an arbitrary constant, which is to be determined from the initial conditions.

We now write (2) in the more convenient form:

\[
y'' = a + by + cy^2 + dy^3 + ey^4,
\]

and seek a transformation:

\[
z = z(y),
\]
by means of which (3) is reduced to the standard form:

\[ \left( \frac{dz}{dx} \right)^2 = (1 - z^2) (1 - k^2 z^2) = \Delta^2(z). \] (5)

Since \( z = \text{sn}(x, k) \), we can express the desired solution \( y \) in terms of the Jacobi elliptic functions by inverting equation (4). It will be convenient to consider two cases: (I) When the right-hand member of (3) is a cubic; (II) when the right-hand member is a quartic.

Case I. Let us write (3) as follows:

\[ \left( \frac{dy}{dx} \right)^2 = h^2(y - \alpha) (y - \beta) (y - \gamma), \] (6)

from which we have

\[ \frac{1}{h\Delta_1(y)} \frac{dy}{dx} = 1, \] (7)

where we abbreviate: \( \Delta_1^2(y) = (y - \alpha)(y - \beta)(y - \gamma) \), and where \( h \) may have either sign.

If we now write

\[ z^2 = \frac{\alpha - \gamma}{y - \gamma}, \quad k^2 = \frac{\beta - \gamma}{\alpha - \gamma}, \quad M^2 = \frac{\alpha - \gamma}{4}, \] (8)

we obtain

\[ \frac{1}{\Delta(z)} \frac{dz}{dx} = -\frac{M}{\Delta_1(y)} \frac{dy}{dx}, \] (9)

and hence

\[ \frac{1}{h\Delta_1(y)} \frac{dy}{dx} = \frac{1}{\Delta(z)} \frac{dz}{d(-hMz)} = 1. \] (10)

From this it follows that

\[ z = \text{sn}(-hMx, k), \quad v = x - x_0, \] (11)

from which \( y \), the solution of (6), is obtained by the inversion of the first equation in (8).

As an example, let us assume that \( \alpha = e_1, \beta = e_2, \gamma = e_3 \) and \( h^2 = 4 \), which identifies \( y \) with \( \mathcal{Q}(v) \). We readily find from equations (8):

\[ y = e_1 + \frac{e_1 - e_3}{z^2}, \quad z^2 = \text{sn}^2(\lambda v, k), \]

\( \lambda^2 = e_1 - e_3, \quad k^2 = (e_2 - e_3)/(e_1 - e_3) \), which is the expression given for \( \mathcal{Q}(v) \) in Section 16, of Chapter 6.
Other transformations, similar to (8), are also available, such, for example, as the following for which $k^2$ and $M^2$ are the same as in (8):

(a) $z^2 = \frac{y - \alpha}{y - \beta}$;  
(b) $z^2 = \frac{(\alpha - \gamma)(\beta - y)}{(\beta - \gamma)(\gamma - y)}$;  
(c) $z^2 = \frac{y - \gamma}{\beta - \gamma}$ \hspace{1cm} (12)

\textit{Case II.} We now replace (6) and (7) by the following:

$$\left(\frac{dy}{dx}\right)^2 = h^2 \Delta_2(y), \quad \frac{1}{h \Delta_2(y)} \frac{dy}{dx} = 1,$$ \hspace{1cm} (13)

where we abbreviate:

$$\Delta_2(y) = (y - \alpha)(y - \beta)(y - \gamma)(y - \delta).$$ \hspace{1cm} (14)

If we now write

$$z^2 = \frac{(\beta - \delta)(y - \alpha)}{(\alpha - \delta)(y - \beta)}, \quad k^2 = \frac{(\beta - \gamma)(\alpha - \delta)}{(\alpha - \gamma)(\beta - \delta)}, \quad M^2 = \frac{(\beta - \delta)(\alpha - \gamma)}{4},$$ \hspace{1cm} (15)

we obtain

$$\frac{1}{\Delta(z)} \frac{dz}{dx} = \frac{M}{\Delta_2(y)} \frac{dy}{dx},$$ \hspace{1cm} (16)

and thus the equation:

$$z = \operatorname{sn}(hMv, k), \quad v = x - x_0.$$ \hspace{1cm} (17)

Other transformations similar to (15) are available, such, for example, as the following:

(a) $z^2 = \frac{(\alpha - \gamma)(\beta - x)}{(\beta - \gamma)(\alpha - x)}$;  
(b) $z^2 = \frac{(\beta - \delta)(x - \gamma)}{(\beta - \gamma)(x - \delta)}$;  
(c) $z^2 = \frac{(\alpha - \gamma)(\delta - x)}{(\alpha - \delta)(\gamma - x)}$, \hspace{1cm} (18)

where $k^2$ and $M^2$ are the same as in (15).
Chapter 8

Second Order Differential Equations of Polynomial Class

1. Introduction

We have already defined in Chapter 7 and have indicated the importance of second order differential equations of polynomial class. This class of nonlinear equations has been defined by the equation:

\[ A(y) \frac{d^2y}{dx^2} + B(y) \frac{dy}{dx} + C(y) \left( \frac{dy}{dx} \right)^2 + D(y) = 0, \tag{1} \]

where the coefficients are the polynomials:

\[ A(y) = A_0 + A_1y + \ldots + A_my^m, \quad B(y) = B_0 + B_1y + \ldots + B_ny^n, \]

\[ C(y) = C_0 + C_1y + \ldots + C_py^p, \quad D(y) = D_0 + D_1y + \ldots + D_qy^q. \tag{2} \]

The quantities \( A_i, B_i, C_i, \) and \( D_i \) are assumed to be functions of \( x \) and the exponents \( m, n, p, \) and \( q \) are integers.

The simplest case of this equation, where \( A(y) = 1, \ B(y) = C(y) = 0, \) and \( D(y) \) is a polynomial of third degree with constant coefficients, has already been studied in the preceding chapter. The general solution can be expressed in terms of elliptic functions.

It is the purpose of this chapter to extend our knowledge of equation (1) by certain special devices and by the consideration of particular equations whose solutions are reasonably tractable to elementary analysis.

2. The Linear Fractional Transformation

Since the generalized Riccati equation described in Section 10 of Chapter 3 belongs to the polynomial class and since its general solution is expressible as the quotient of two linear forms, the importance of investigating equation (1) of Section 1 by means of a linear fractional transformation is suggested.

This transformation, denoted by \( T, \) we shall write in the form:

\[ T) \quad y = \frac{a + bz}{c + dz}, \quad \Delta = ad - be \neq 0, \tag{1} \]

where \( a, b, c, d \) are functions of \( x. \)
The linear fractional transformation has the following properties:

1. The inverse transformation, $T^{-1}$, that is to say, the transformation in which $z$ in (1) is expressed in terms of $y$, is also a linear fractional transformation.

2. The successive application of two transformations $S$ and $T$, that is, the product transformation, $P = ST$, is a linear transformation the determinant of which is the product of the determinants of the two transformations. In general, however, $ST$ is different from $TS$.

3. If four points are transformed by $T$ into four other points, the cross-ratios of both sets of points are equal. That is to say, the linear fractional transformation leaves invariant the cross-ratio of four points.

We shall apply the transformation $T$ to the following special form of equation (1) of Section 1:

$$L(y) = (A_0 + A_1 y) \frac{d^2 y}{dx^2} + (B_0 + B_1 y) \frac{dy}{dx} + C_0 \left( \frac{dy}{dx} \right)^2 + D_0 + D_1 y + D_2 y^2 + D_3 y^3 = 0. \quad (2)$$

The transformed equation, $TL(y) = M(z) = 0$, assumes the following form:

$$f_1(x, z) \frac{d^2 z}{dx^2} + f_2(x, z) \left( \frac{dz}{dx} \right)^2 + f_3(x, z) z + f_4(x, z) \frac{dz}{dx} + f_5(x, z) = 0, \quad (3)$$

where we employ the abbreviations:

$$f_i(x, z) = \psi^i_1(x) + \psi^i_2(x) z + \psi^i_3(x) z^2 + \psi^i_4(x) z^3 + \psi^i_5(x) z^4. \quad (4)$$

The values of $\psi^i_4(x)$ are given explicitly in Appendix 2. Since these functions are seen to be identically zero when $i = 1, 2, 3, j = 4, 5; i = 4, j = 5$, and since, moreover, we have

$$\psi^i_4(x) + \psi^i_5(x) = 0, \quad (5)$$

the transformed equation, $M(z) = 0$, reduces to the following:

$$A(z) \frac{d^2 z}{dx^2} + B(z) \frac{dz}{dx} + C(z) \left( \frac{dz}{dx} \right)^2 + D(z) = 0, \quad (6)$$

where the coefficients have the following explicit forms:

$$A(z) = \psi^1_1 + \psi^1_2 z + \psi^1_3 z^2,$$

$$B(z) = \psi^1_1 + (\psi^1_2 + \psi^1_3) z + (\psi^1_4 + \psi^1_5) z^2,$$

$$C(z) = \psi^1_1 + \psi^1_2 z,$$

$$D(z) = \psi^1_1 + \psi^1_2 z + \psi^1_3 z^2 + \psi^1_4 z^3 + \psi^1_5 z^4. \quad (7)$$

*For an extensive account of the properties of the linear fractional transformation see L. R. Ford: Automorphic Functions. New York, 2d ed., 1951, Chapter 1.
From this representation of the transformed equation, we obtain the following theorem:

**Theorem 1.** The effect of the transformation \( T \) on \( L(y) = 0 \) is to produce an equation of similar form in which, in general, the exponents of the polynomial coefficients have been increased by unity.

But an example is readily given which shows that the equation \( TL(y) = M(z) = 0 \) is not always one in which the exponents have been increased. For example, the generalized Riccati equation, discussed in Section 10 of Chapter 3, is a special case of equation (2). But the generalized Riccati equation is obtained by the elimination of the arbitrary constant parameters in the function,

\[
y = \frac{k_1w_1 + k_2w_2 + k_3w_3}{k_1w_1 + k_2w_2 + k_3w_3},
\]  

and the same equation would clearly be obtained if the elimination were made on the reciprocal of \( y \). Thus the transformation: \( y = 1/z \) would not increase the exponents of the generalized Riccati equation.

It is thus a matter of interest to formulate general conditions under which the transformation \( T \) does not increase the exponents of (2). We shall speak of such a transformation as one which preserves exponents.

It is clear that exponents are preserved if the coefficients \( A(z), B(z), C(z), \) and \( D(z) \) have a common linear factor in \( z \), let us say, \( p + qz \), where \( p \) and \( q \) are functions of \( x \). But since a linear transformation preserves exponents, as we shall soon show, such a transformation can remove \( p \) and it is thus sufficient to consider the case where \( z \) is a factor of the coefficients.

An examination of (7) shows that a transformation which preserves exponents must satisfy one or the other of the following sets of conditions:

(I): (a) \( \psi_1^2 = 0 \); (b) \( \psi_1^2 + \psi_2^2 = 0 \); (c) \( \psi_1^2 = 0 \); (d) \( \psi_1^2 = 0 \);

(II): (a') \( \psi_1^2 = 0 \); (b') \( \psi_1^2 = 0 \); (c') \( \psi_1^2 = 0 \); (d') \( \psi_1^2 = 0 \).

Referring to the explicit values of the functions as given in Appendix 2, we see that conditions (I) are equivalent to the following:

**Case (I)**

(a) and (c): \( d(A_0d + A_1b) = 0 \);

(b): \( 2(d'\Delta - d\Delta') (A_0d + A_1b) + 2C_0\Delta (bd' - b'd) - d\Delta (B_0d + B_1d) = 0 \);

(d): \( (A_0d + A_1b)[d(b''d - bd'') + 2d'(bd' - b'd)] + C_0(b'd - bd')^2 + d(B_0d + B_1d)(b'd - bd') + d(d^2D_0 + bd^2D_1 + b^2dD_2 + b^2D_3) = 0 \).
If $d=0$, we see that all the conditions are fulfilled. Hence we have the theorem:

**Theorem 2.** If $T$ is a linear transformation, exponents in $M(z)=0$ are preserved.

If, however, $d \neq 0$, the conditions given above reduce to the following:

(a) and (c): $\rho = \frac{b}{d} = -\frac{A_0}{A_1}$;  (b): $2C_0\rho' = B_0 + B_1\rho$;

(d): $3C_0\rho'^2 + D_0 + D_1\rho + D_2\rho^2 + D_3\rho^3 = 0$.  \hspace{1cm} (11)

The following theorem is a consequence of these conditions:

**Theorem 3.** If the coefficients of equation $L(y)=0$ satisfy the conditions (b) and (d) of (11), then the transformation

$$T(y) = \frac{a-A_0z}{c+A_1z}, \hspace{1cm} (12)$$

preserves the exponents of $T L(y)=M(z)=0$, provided $c$ and $d$ are any functions such that $A_1a + A_0c \neq 0$.

We can also derive the following theorem as a consequence of conditions (11):

**Theorem 4.** If in equation $L(y)=0$, the functions $A_0$ and $A_1$ are linearly dependent, and if the determinant

$$\begin{vmatrix} A_0 & A_1 \\ B_0 & B_1 \end{vmatrix} \hspace{1cm} (13)$$

vanishes identically, then the transformation $T$ defined by (12) preserves the exponents of $M(z)=0$, provided $a$ and $c$ are functions such that $A_1a + A_0c \neq 0$, and the functions $D_1$ satisfy the condition:

$$D_0 + D_1\rho + D_2\rho^2 + D_3\rho^3 = 0, \hspace{1cm} (14)$$

where $\rho = -A_0/A_1$.

**Proof:** Since $A_0$ and $A_1$ are linearly dependent, their ratio is a constant. Therefore, $\rho' = 0$, from which it follows that $\rho = -B_0/B_1$. Thus determinant (13) must vanish. But since $\Delta = d(a - \rho c) \neq 0$, we see that $a$ and $c$ must be functions such that $A_1a + A_0c \neq 0$.

Conditions (II), which also preserve the exponents of equation (6), are found to have the following explicit form:

Case (II)

(a') $c(A_0c + A_1a) = 0$;

(b') $(4c'\Delta - 2c\Delta')(A_0c + A_1a) + 2C_0\Delta(ac' - a'c) - c\Delta(B_0c + B_1a) = 0$;

(c') $2d(A_0c + A_1a) + \Delta C_0 = 0$;

(d') $(A_0c + A_1a)(a'c - ac') - 2c'(a'c - ac') + C_0(a'c - ac')^2$

$$+ (B_0c + B_1a)(a'c - ac') + c'D_0 + acD_1 + a'c^2D_2 + a^2cD_3 = 0. \hspace{1cm} (15)$$
These conditions are all satisfied provided
\[ c = 0, \quad C_0 = -2A_1, \quad ad \neq 0. \]  
(16)

We thus have the theorem:

**Theorem 5.** The exponents of \( M(z) = 0 \) are preserved under the transformation:
\[ T) \quad y = \frac{a + \delta z}{z}, \]  
(17)

where \( a \) and \( \delta \) are arbitrary, provided \( C_0 = -2A_1 \).

The conditions (II) are also satisfied when we have
\[ r = \frac{a}{c} = -\frac{A_0}{A_1} = -\frac{B_0}{B_1}, \quad C_0 = 0, \quad D_0 + D_1 r + D_2 r^2 + D_3 r^3 = 0, \quad A_0 d + A_1 b \neq 0. \]  
(18)

The following theorem may thus be stated:

**Theorem 6.** The exponents of \( M(z) = 0 \) are preserved under the transformation:
\[ T) \quad y = \frac{-A_0 + b z}{A_1 + d z}, \]  
(19)

provided:
1) \( C_0 = 0 \);
2) \( A_0 B_1 - A_1 B_0 = 0 \);
3) \( A_0 d + A_1 b \neq 0 \);
4) \( D_0 + D_1 r + D_2 r^2 + D_3 r^3 = 0 \),

where \( r = -A_0 / A_1 \).

A useful corollary of Theorem 5 is obtained if we observe that
\[ \psi_2^2 = -2\psi_1^2 = 2\delta d (A_0 d + A_1 b). \]  
(20)

For if \( \delta = b/d \) is taken equal to \( -A_0 / A_1 \), then both \( \psi_2^2 \) and \( \psi_1^1 \) are zero. Therefore, the function \( A(z) \), defined in (7), reduces to \( z\psi_2^1 = -az\Delta A_1 \), and \( C(z) \), also defined in (7), vanishes identically.

We thus have the theorem:

**Theorem 7.** Under the transformation:
\[ T) \quad y = \frac{a - (A_0 / A_1) z}{z}, \]  
(21)

the exponents of \( M(z) = 0 \) are preserved provided \( C_0 = -2A_1 \). Moreover, the term in \( z^2 \) disappears and in the coefficient of \( z'' \) the multiplier of \( z \) is zero.
Under the indicated transformation (21), equation (6) reduces to the following:

\[ \psi_1 \frac{d^2 z}{dx^2} + [(\psi_2 + \psi_3) + (\psi_4 + \psi_5) z] \frac{dz}{dx} + (\psi_6 + \ldots + \psi_8) z = 0. \]  

(22)

Since in (21) the parameter \( a \) is still available for definition, it is possible to make one further reduction in equation (22).

The only coefficients which can be reduced to zero without assuming that \( a = 0 \), are the following three:

\[ P = \psi_2 + \psi_3, \quad Q = \psi_4, \quad R = \psi_5. \]

The three conditions,

\[ P = 0, \quad Q = 0, \quad R = 0, \]

reduce respectively to the following equations in \( a \):

\[ 2A_1a' - B_1a = 0; \]
\[ A_1aa'' - 2A_1a'^2 + B_1aa' + (D_2 + 3bD_3)a^2 = 0, \quad b = -A_0/A_1; \]
\[ (-4A_1b' + B_0 + bB_1)a' + (b''A_1 + b'B_1 + D_1 + 2bD_2 + 3b^2D_3)a = 0. \]  

(23)

Since the first and third of these equations are linear equations of first order in \( a \), it is clear that \( a \) can be determined by a single integration.

But the second equation can be reduced to a linear equation of second order by means of the transformation: \( a = 1/w \). We thus obtain

\[ A_1w'' + B_1w' - (D_2 + 3bD_3)w = 0, \quad b = -A_0/A_1. \]  

(24)

These results are formulated in the following theorem:

**Theorem 8.** If the equation reduced by the transformation (21) is written in the following form:

\[ P_0 \frac{d^2 z}{dx^2} + (Q_0 + Q_1z) \frac{dz}{dx} + R_0 + R_1z + R_2z^2 + R_3z^3 = 0, \]  

(25)

then the function \( a \) in the transformation can be selected as the solution of a linear differential equation of first order so that either \( Q_0 \) or \( R_2 \) is zero. The coefficient \( R_1 \) can be reduced to zero if \( a \) is the reciprocal of any solution of the differential equation of second order given by (24).

3. Applications of the Linear Fractional Transformation

In Section 10 of Chapter 3 it was shown that the Riccati differential equation of second order had the following form:

\[ (A_0 + A_1y)y'' + (B_0 + B_1y)y' - 2A_1(y')^2 + D_0 + D_1y + D_2y^2 + D_3y^3 = 0. \]  

(1)
This equation is characterized by two facts. In the first place, it is derived by the elimination of the parameters in the fraction:

\[ y = \frac{k_1v_1 + k_2v_2 + k_3v_3}{k_1w_1 + k_2w_2 + k_3w_3}, \tag{2} \]

where the \( v_i \) and the \( w_i \) are arbitrary linearly independent functions of \( x \). In the second place, the quantity \( A_1 \) appears both as a multiplier of \((y')^2\) and in the coefficient of \( y''\). Both of these characteristic features are related to linear fractional transformations.

If we denote the numerator of (2) by \( U \) and the denominator by \( V \), that is, \( y = U/V \), it is clear that the fraction

\[ z = \frac{aU + bV}{cU + dV} \tag{3} \]

where \( a, b, c, \) and \( d \) are arbitrary functions of \( x \), subject to the condition that \( ad - bc \neq 0 \), will have the same form as (2). Hence the differential equation in \( z \) obtained by the elimination of the constant parameters, \( k_i \), will be a Riccati equation of second order.

But since \( U = yV \), the fraction (3) is the linear fractional transformation

\[ T' \quad z = \frac{ay + b}{cy + d} \tag{4} \]

Hence, observing that the inverse of \( T' \) is also a linear fractional transformation, we reach the conclusion that the form of the Riccati equation of second order is unchanged by a linear fractional transformation.

Let us now consider the second characteristic feature of the Riccati equation, namely, that the coefficient of the term \((y')^2\) in (1) is equal to \(-2A_1\), where \( A_1 \) is the multiplier of \( y \) in the coefficient of \( y''\). Since the equation is unchanged in form by a linear fractional transformation, the possibility exists that the term \((y')^2\) might be removed by a proper choice of the elements of the transformation. This is, indeed, the case. By means of the transformation:

\[ T \quad y = \frac{a - (A_2/A_1)z}{z} \tag{5} \]

where \( a \) is an arbitrary function of \( z \), equation (1) is reduced to the following form (see Theorem 7, Section 2):

\[ P_0 \frac{d^2z}{dx^2} + (Q_0 + Q_1z) \frac{dz}{dx} + R_0 + R_1z + R_2z^2 + R_3z^3 = 0. \tag{6} \]
We now observe that equation (1) by proper specialization includes
the general nonhomogeneous linear differential equation of second
order, which, for convenience, we shall write in the form:

$$Py'' + Qy' + Ry = F.$$

(7)

Applying to this equation the transformation:

$$y = \frac{a + bz}{c + dz}, \quad \Delta = ad - bc \neq 0,$$

(8)

where $a$, $b$, $c$, and $d$ are constants, we obtain the following Riccati
equation:

$$P(c + dz)z'' + Q(c + dz)z' - 2Pd(z')^2 - \left(\frac{R}{\Delta}\right)(c + dz)^2(a + bz) + \left(\frac{F}{\Delta}\right)(c + dz)^3 = 0.$$

(9)

Since this equation can be restored to its original form (7) by
applying to it the inverse transformation $S^{-1}$, we see that there exist
special Riccati equations of second order, which can be solved by
reduction to a linear equation of second order.

If we further simplify (9) by setting $F = 0$, then (7) reduces to its
homogeneous form. But we have seen in Chapter 3 that the solution
of the Riccati differential equation of first order can be reduced to the
solution of a homogeneous linear equation of second order. We
thus reach the conclusion that the special Riccati equation of second
order given by (9), where $F = 0$, is equivalent to the general Riccati
equation of first order.

PROBLEMS

1. Given the transformations:

$$S) \quad y = \frac{a + bz}{c + dz}, \quad \Delta = ad - bc; \quad T) \quad z = \frac{a' + b'w}{c' + d'w}, \quad \Delta' = a'd' - b'c',$$

show that $P = ST$ is a linear fractional transformation in $w$ with determinant
equal to $\Delta \cdot \Delta'$.

2. Given the points: $x_1 = 3$, $x_2 = 11$, $x_3 = 8$, $x_4 = 23$, show that their cross-ratio $R$
(see Section 4, Chapter 3) equals $-1$. Now compute four other points $z_i$ by the
transformation:

$$z_i = \frac{2 + 3x_i}{-4 + x_i},$$

and show that the value of $R$ is unchanged.

3. Prove explicitly that if four points are transformed by a linear fractional
transformation, the cross-ratio is unchanged.

4. If the transformation $S$ in Problem 1 leaves two points unchanged, show
that they are roots of the following equation:

$$cz^2 + (d - a)z - b = 0.$$
5. Prove that there is only one linear fractional transformation that transforms three distinct points: \(x_1, x_2, x_3\) into three other given distinct points: \(x'_1, x'_2, x'_3\).
6. Solve the following equation:
\[
2(3+4y)y'' + 5(3+4y)y' - 8y'' + (3+4y)^2(1+2y) = 0.
\]

### 4. Transformations of the Independent Variable

We now consider the transformation of the independent variable, where we write: \(x=x(t)\).

The equation,
\[
A(y) \frac{d^2y}{dx^2} + B(y) \frac{dy}{dx} + C(y) \left( \frac{dy}{dx} \right)^2 + D(y) = 0,
\]
then assumes the form:
\[
\dot{x} A^*(y) \frac{d^2y}{dt^2} + [B^*(y) \dot{x}^2 - \ddot{x} A^*(y)] \frac{dy}{dt} + \ddot{x} C^*(y) \left( \frac{dy}{dt} \right)^2 + \dddot{x} D^*(y) = 0,
\]
where \(A^*(y)\) indicates that the functions of \(x\) and \(y\) in \(A(y)\) have been transformed, and where \(\dot{x}\) and \(\ddot{x}\) denote respectively the first and second derivatives of \(x(t)\).

Specifically, if the transformation, denoted by \(S\), is the linear fractional one:
\[
S) \quad x = \frac{\alpha + \beta t}{\gamma + \delta t}, \quad \Delta = \alpha \delta - \beta \gamma \neq 0,
\]
then equation (2) becomes:
\[
(\gamma + \delta t)^4 A^*(y) \frac{d^2y}{dt^2} + (\gamma + \delta t)^2 [2 \delta (\gamma + \delta t) A^*(y) - \Delta B^*(y)] \frac{dy}{dt} + (\gamma + \delta t)^4 C^*(y) \left( \frac{dy}{dt} \right)^2 + \Delta^2 D^*(y) = 0.
\]

If, in this equation, we set \(\delta = 0\), and use the abbreviation: \(\mu = \beta / \gamma\), then we have
\[
A^*(y) \frac{d^2y}{dt^2} + \mu B^*(y) \frac{dy}{dt} + C^*(y) \left( \frac{dy}{dt} \right)^2 + \mu^2 D^*(y) = 0.
\]

From this we derive the following theorem:

**Theorem 9.** If the coefficients of equation (1) do not contain the variable \(x\) then the solutions are invariant with respect to the linear transformation: \(x = t + p\), where \(p\) is an arbitrary constant.

This follows from setting \(\mu = 1\) in equation (5).

Although the contents of Theorem 9 may at first appear to be trivial, its implications are quite otherwise. For it suggests the possibility
of examining equation (1) for solutions which are *automorphic functions*. While it is beyond the scope of this work to develop the theory of such functions, certain of their properties will be of interest through their connection with elliptic functions.

Automorphic functions are associated with groups of linear fractional transformations.* By a group \((G)\) of such transformations, we shall mean a set: \(T_1, T_2, \ldots, T_N\), where \(N\) may be either finite or infinite, which has the following properties:

(1) An inverse of any transformation of the set is itself a member of the set, that is, \(T_p^{-1} = T_q\) for some \(q\).

(2) The succession of any two transformations is a transformation of the set, that is, \(T_rT_s = T_q\) for some \(q\).

Examples of such groups are the following:

(a) The anharmonic, or cross ratio, group:

\[
x = t, \quad \frac{1}{t}, \quad 1-t, \quad \frac{1}{1-t}, \quad \frac{t-1}{t}, \quad \frac{t}{t-1}.
\]  

(b) The group of simply periodic functions:

\[
x = t + m\omega,
\]

where \(\omega\) is a constant and \(m\) assumes any integral value, including zero.

(c) The group of the doubly period functions:

\[
x = t + m\omega + n\omega',
\]

where \(\omega\) and \(\omega'\) are constants and \(m\) and \(n\) any pair of integers, including zero.

An automorphic function is one that remains unchanged with respect to the elements of a group of linear fractional transformations. More precisely, we shall say that \(f(x)\) is automorphic with respect to a group \((G)\) of such transformations provided:

(1) \(f(x)\) is a single valued function analytic within a domain \(D\).

(2) If \(x\) lies within \(D\), then every element \(T_n\) of the group is also in \(D\).

(3) \(f[T_n(x)] = f(x)\).

Examples are readily given, since it is clear that any rational function of \(e^{2\pi i x}\) is simply automorphic with respect to group \((b)\) above and that any rational function of \(\varphi(x)\) is automorphic with respect to group \((c)\).

* For an exhaustive treatment of this subject the reader is referred to L. E. Ford (*loc. cit.*).
Thus, returning to Theorem 9, we see that equation (1) will include as special cases equations which have as solutions functions that are automorphic with respect to groups (b) and (c). An interesting example is furnished by Gambier's equation [(9), Section 3, Chapter 7], where the solution belongs to group (c).

But the fact that an equation may be invariant with respect to the transformation $S$ does not carry with it any implication that its solution is automorphic with respect to any group of $S$. This is illustrated by the following two equations:

$$yy'' + y'^2 - 1 = 0, \quad yy'' - y'^2 - 1 = 0,$$

both of which are invariant with respect to the linear transformation:

$$x = t + p.$$

But the solution of the first equation is $y = [(x + p)^2 + q]^{1/2}$, where $p$ and $q$ are arbitrary constants, which is not an automorphic function; while the solution of the second is $y = (1/q) \cosh q(x + p)$, which belongs to the group (b) of simply periodic functions, and is thus automorphic with respect to this group.

An instructive example is furnished by the following equation:

$$\frac{d^2y}{dx^2} + \frac{3}{2} \left( \frac{d^2y}{dx^2} \right)^2 + k \left( \frac{dy}{dx} \right)^4 = 0,$$

which will be found to be invariant with respect to the transformation $S$, given by (3) above, if $\Delta = 1$.

Replacing $y'$ by $z$ in (10), we obtain the equation:

$$z \frac{d^2z}{dx^2} - \frac{3}{2} (\frac{dz}{dx})^2 + k z^4 = 0,$$

which is a particular case of (1) and has a solution invariant with respect to a linear transformation, but not invariant with respect to $S$.

The general solution of (11) is readily found to be

$$z = \frac{aq}{(x + p)^2 + q^2}, \quad a^2 = 2/k,$$

where $p$ and $q$ are arbitrary constants. When $z$ is integrated, we obtain the following general solution of (10):

$$y = a \arctan \left( \frac{x + p}{q} \right) + r,$$

where $r$ is the third arbitrary constant.
But since equation (10) is invariant with respect to the transformation $S$, it is clear that the solution (13) can also be written

$$y = a \arctan \left( \frac{t + P}{Q} \right) + R,$$

where $P, Q, R$ are arbitrary constants, and where

$$t = \frac{\alpha - \gamma x}{\beta + \delta x},$$

is $S^{-1}$, the inverse of $S$ defined by (3).

This does not mean, however, that $y(x)$ is itself an invariant of the transformation, but that for any choice of the parameters of the transformation the two forms of $y$ can be equated by proper adjustment of the arbitrary constants.

**PROBLEMS**

1. Prove by explicit substitution that equation (10) is invariant with respect to a linear fractional transformation.

2. Given $k=2$, determine the arbitrary constants so that $y$ as given by (13) is equal to $y$ as given by (14).

3. The following expression is called the *Schwarzian derivative* of $f$ with respect to $x$:

$$D(f)_x = \frac{2f'(x)f''(x) - 3[f'''(x)]^2}{2[f''(x)]^3}.$$  

Prove that

$$D\left( \frac{af+b}{cf+d} \right)_x = D(f)_x.$$

4. Referring to Problem 3, prove that for the transformation: $x = x(t)$, we have:

$$D(f)_x = D(f)_t \left( \frac{dt}{dx} \right)^2 + D(t)_x.$$

5. If, in equation (10) $k=0$, show that the solution is: $y = (ax + b)/(cx + d)$.

6. Show that $y = (ax + b)/(cx - d)$ is a solution of the equation:

$$(y - x)y'' = 2y(1 + y').$$

7. Given the equation:

$$yy'' - \frac{3}{2} y'^2 - 2g(x)y = 0,$$

show that its solution is

$$y = \frac{d}{dx} \left( \frac{u}{v} \right),$$

where $u$ and $v$ are any two solutions of the linear equation:

$$\frac{d^2z}{dx^2} + g(x)z = 0.$$
5. Equations With Fixed Critical Points and Movable Poles

In discussing the solution of the equation

$$\frac{d^2y}{dx^2} = a y^2,$$  \hspace{1cm} (1)

it was shown (Section 6, Chapter 7) that the general solution is $y = \varphi(x)$ and that this function can be written in the form

$$\varphi(x) = \frac{1}{v^2} + P(v),$$  \hspace{1cm} (2)

where $v = x - a$, $a$ arbitrary, and $P(v)$ is a convergent power series in $v$. It was thus shown explicitly that any point in the plane can be made a polar singularity. Furthermore, this movable pole was the only singularity of the solution.

This example suggests that one obvious generalization of elliptic functions would be to define a class of functions, solutions of second order differential equations, which would share the fundamental property of elliptic functions that their only movable singularities would be poles. In other words, if we use the term critical points to denote branch points and essential singularities, then the members of the class mentioned above would possess only critical points that are nonmovable, that is to say, fixed.

A brief description of this problem has been given in Chapter 7. Its investigation was undertaken by E. Picard, P. Painlevé, B. Gambier and their associates around the beginning of the present century. The problem was not an easy one and required the examination of a large number of equations. In this work we shall not attempt to describe fully the methods employed by these investigators, since they produced many memoirs on the subject, most of which have been listed in the Bibliography. The problem has been extensively presented by E. L. Ince in his treatise on Ordinary Differential Equations (1927) with an abundance of detail. It will be sufficient for our purpose to indicate the general method of approach.

The first problem was to find the form of the differential equations of second order which would have solutions with the desired property. It was found that this equation could be written as follows:

$$\frac{d^2y}{dx^2} = P(x,y) \left( \frac{dy}{dx} \right)^2 + Q(x,y) \frac{dy}{dx} + R(x,y),$$  \hspace{1cm} (3)

where $P$, $Q$, and $R$ are rational functions of $y$. Thus the equation is a member of the general class of polynomial equations.
For the further limitation of the functions $P$, $Q$, and $R$ two necessary conditions were discovered as follows:

I. $P(x,y)$ must be either identically zero, or must have one of the five following forms:

(A) \[ \frac{m+1}{m(y-a_1)} + \frac{m-1}{m(y-a_2)}, \quad m \geq 1. \]

(B) \[ \frac{1}{2} \sum_{n=1}^{4} \frac{1}{y-a_n}. \]

(C) \[ \frac{2}{3} \sum_{n=1}^{3} \frac{1}{y-a_n}. \]

(D) \[ \frac{3}{4} \left( \frac{1}{y-a_1} + \frac{1}{y-a_2} \right) + \frac{1}{2} \left( \frac{1}{y-a_3} \right). \]

(E) \[ \frac{1}{6} \sum_{n=1}^{3} \frac{n+2}{y-a_n}. \]

The quantities $a_n$ are arbitrary functions of $x$. They are not necessarily different and one of them may be infinite.

II. The coefficients $Q$ and $R$ must have the following form:

\[ Q(x,y) = \frac{m(x,y)}{p(x,y)}, \quad R(x,y) = \frac{n(x,y)}{p(x,y)}, \quad (4) \]

where $p(x,y)$, of degree $p$ in $y$, is the least common denominator of the partial fractions in $P(x,y)$ and $m(x,y)$ and $n(x,y)$ are polynomials in $y$ of degrees not exceeding $p+1$ and $p+3$ respectively.

But these conditions are very far from being sufficient and a long and arduous investigation was initiated by the French analysts to separate equations with the desired property from the total class of equations which satisfied the criteria given in (I) and (II). The magnitude of the task can be inferred from the first case, where $P(x,y)$ is zero, which meant that all equations of the form

\[ \frac{d^2 y}{dx^2} = Q(x,y) \frac{dy}{dx} + R(x,y), \quad (5) \]

where $Q(x,y)$ is linear in $y$ and $R(x,y)$ is a cubic function of $y$, had to be separately studied.

This investigation led to the discovery of 10 equations, which we have listed explicitly in Appendix 1. The solutions of these equations, with two exceptions, are expressed in terms of the classical transcendents or in terms of functions satisfying a linear equation. For example, the sixth equation in the list, namely,

\[ \frac{d^2 y}{dx^2} = -[3y + q(x)] \frac{dy}{dx} - q(x)y^2 - y^3, \quad (6) \]
has for its solution,

\[ y = -\frac{u'}{u}, \text{ where } u^{(3)} + q(x)u'' = 0. \]  

(7)

This is observed to be a special case of the generalized Riccati equation of second order.

The two exceptions mentioned above are the first and second Painlevé transcendents, which we have already described in Section 3 of Chapter 7. They are the fourth and ninth equations listed in Appendix 1.

In their study of the remaining five cases listed in (I), the French analysts found it desirable to express \( P(x,y) \) in a convenient canonical form. This was accomplished by means of a linear fractional transformation of the dependent variable. By proper specialization, it was found that \( P(x,y) \), when it was not identically zero, must have one of the following seven forms:

(a) \( \frac{1}{y} \);

(b) \( \frac{m-1}{my} \), \( m \) an integer greater than 1;

(c) \( \frac{3y-1}{2y(y-1)} \);

(d) \( \frac{2(2y-1)}{3y(y-1)} \);

(e) \( \frac{3(2y-1)}{4y(y-1)} \);

(f) \( \frac{7y-4}{6y(y-1)} \);

(g) \( \frac{3y^2 - 2y(\alpha + 1) + \alpha}{2y(y-1)(y-\alpha)} \), where \( \alpha \) is a function of \( x \).

This long study finally resulted in the discovery of a total of 50 special cases, the last 40 of which are included under the 7 forms listed above. These equations are reproduced in Appendix 1, from which we get the following count for each of the categories: (a) 6; (b) 20, in three of which \( m \) is unspecified, but in the remainder \( m = 2, 3, 4, 5 \); (c) 4; (d) 2; (e) 5; (f) 1; (g) 2. In one of these two cases in the last category \( \alpha \) is a constant and in the other \( \alpha = x \).

For all these 40 cases, with the exception of four, the solution can be expressed in terms of classical transcendentals, or reduced to the
solution of a linear equation. As an example, consider equation (43) in the list in the Appendix, namely,

\[(y-y^2) \frac{d^2y}{dx^2} = \frac{3}{4} (1-2y) \left( \frac{dy}{dx} \right)^2, \tag{8}\]

which we have already discussed in Chapter 7 [Equation (9), Section 3]. There it was shown that the solution can be expressed in terms of the elliptic function \( \wp(x) \), the singularities of which are only movable poles.

The four exceptional equations are (13), (31), (39), and (50), which, together with the two already mentioned, form the six transcendents of Painlevé. They cannot be solved in terms of the classical function, nor can their solutions be expressed in terms of the solutions of a linear equation. These six equations have been listed explicitly in Section 3 of Chapter 7. An extensive analysis of the first two will be given in the following pages.

In the use of the list of equations in Appendix 1 it is important to keep in mind that a much larger set of equations, with solutions satisfying the fundamental criterion, can be generated from it by applying to each member the following transformation:

\[ T) \quad y = \frac{a + b z}{c + d z}, \quad \Delta = ad - bc \neq 0, \]

\[ x = x(t), \]

where \( a, b, c, d \) are analytic functions of \( x \) and \( x(t) \) is an analytic function of \( t \).

Thus, in the investigation of an equation not included in the canonical list, one first applies to it the transformation \( T \) to see whether it can be reduced to some member of the list, since the inverse of \( T \) is a transformation of the same kind.

For example, the equation

\[ 4(y-y^2) \frac{d^2y}{dx^2} = 3(1-2y) \left( \frac{dy}{dx} \right)^2 + 4q(x)(y-y^2) \frac{dy}{dx}, \tag{9}\]

which we discussed in Section 3 of Chapter 7, is not included in the standard list. But if we make the transformation:

\[ y = z, \quad u = u(x) \]

where \( u \) is a solution of the equation: \( u'' - q(x)u' = 0 \), then (9) reduces to (8) expressed in terms of the variables \( z \) and \( u \).
6. The First Painlevé Transcendent

It will be convenient to consider the equation which defines the first Painlevé transcendent in the following form:

\[
\frac{d^2y}{dx^2} = 6y^2 + \lambda x,
\]

where \( \lambda \) is an arbitrary parameter. That the parameter can be set equal to 1 without essentially changing the generality of the equation is seen from the fact that the transformation: \( x = \lambda^{-1/6} t \), \( y = \lambda^{1/6} w \), reduces (1) to the form

\[
\frac{d^2w}{dt^2} = 6w^2 + t.
\]

However, the transformation does not admit the important limiting case where \( \lambda = 0 \). For this reason, since it will be useful to compare the solution of equation (1) with the solution of the equation

\[
\frac{d^2y}{dx^2} = 6y^2,
\]

the parametric form will be kept.

Since the general solution of (1) is characterized by the existence of a movable pole, we shall expand this solution in the following series:

\[
y = \frac{a_{-2}}{v^2} + \frac{a_{-1}}{v} + a_0 + a_1 v + a_2 v^2 + a_3 v^3 + \ldots, \quad v = x - x_1.
\]

The first eight coefficients have the following values:

\[
a_{-2} = 1, \quad a_{-1} = a_0 = a_1 = 0, \quad a_2 = -\lambda x_1/10, \quad a_3 = -\lambda/6, \quad a_4 = h, \quad a_5 = 0,
\]

where both \( x_1 \) and \( h \) are arbitrary constants.

The explicit values of \( a_n \) through \( n = 16 \) are given in Appendix 3. Others can be computed from the following recursion formula:

\[
a_n = \frac{6}{n^2 - n - 12} \sum_{k=-1}^{n-3} a_k a_{n-k-2}, \quad n > 4.
\]

Series (4) thus gives the expansion of the solution in the neighborhood of the singular point \( x_1 \) and can be used effectively in computing values of \( y \) near the pole provided both \( h \) and \( x_1 \) are known. Unfortunately, however, it is customary to specify as initial conditions values of \( y \) and \( y' \), let us say, \( y_0 \) and \( y'_0 \), at some regular point: \( x = x_0 \). This specification thus defines both \( h \) and \( x \), but does not suggest how these constants are to be determined.
The existence of a solution of (1) determined by the initial conditions: \( y = y_0, \ y' = y'_0, \) is provided by the theorems of Section 4, Chapter 7. Its analytical expansion is given by the series:

\[
y = y_0 + y'_0 (x - x_0) + \frac{y''_0}{2!} (x - x_0)^2 + \frac{y'''_0}{3!} (x - x_0)^3 + \ldots,
\]

(7)

where \( y''_0 \) is evaluated in terms of \( y_0 \) and \( y'_0 \) by means of the differential equation, and \( y^{(3)}_0 \) and higher derivatives are found from the successive derivatives of (1).

The first few of these derivatives are the following:

\[
y^{(3)} = 12yy' + \lambda,
\]

\[
y^{(4)} = 12(yy'' + y'^2) = 12(6y^2 + \lambda xy + y'^2),
\]

\[
y^{(5)} = 12(yy^{(3)} + 3y'y'') = 360y^2y' + 12\lambda y + 36\lambda xy'.
\]

(8)

Other values of \( y^{(n)} \) through \( n = 15 \) are given in Appendix 3.

Connection between the two expansions (4) and (7) is readily established if \( x \) in (4) is replaced by \( x_0 \) and \( y \) by \( y_0 \). Equation (4) is differentiated and \( x \) and \( y' \) replaced respectively by \( x_0 \) and \( y'_0 \). Denoting \( x_0 - x_i \) by \( v_0 \), we have explicitly

\[
y_0 = \frac{1}{v_0^2} \frac{\lambda x_1}{10} v_0^2 - \frac{\lambda}{6} v_0^2 + \frac{\lambda^2 x_1^2}{300} v_0^5 + \frac{\lambda^2 x_1^3}{150} v_0^7 + \ldots,
\]

\[
y'_0 = \frac{2}{v_0^2} \frac{\lambda x_1}{5} v_0 + \frac{1}{2} \lambda v_0^2 + \frac{\lambda^2 x_1^2}{150} v_0^7 + \frac{7\lambda^2 x_1^2}{150} v_0^9 + \ldots
\]

(9)

These equations can now be put into better form for our purpose if \( x_i \) is replaced by \( x_0 - v_0 \). We thus obtain

\[
y_0 = \frac{1}{v_0^2} \frac{\lambda x_0}{10} v_0^2 - \frac{\lambda}{15} v_0^2 + \frac{\lambda^2 x_0^2}{300} v_0^5 + \ldots,
\]

\[
y'_0 = \frac{2}{v_0^2} \frac{\lambda x_0}{5} v_0 + \frac{\lambda}{5} v_0^2 + \frac{\lambda^2 x_0^2}{150} v_0^7 + \frac{\lambda^2 x_0^3}{150} v_0^9 + \ldots
\]

(10)

The two equations in (10) form a system for the determination of the unknown parameters \( h \) and \( v_0 \) in terms of the given initial values \( x_0, y_0, \) and \( y'_0 \). From the value of \( v_0 \) it is possible to obtain \( x_1 \), which is the polar point for \( y \). This value defines the region of convergence of (7), which is thus limited to the interior of the circle with center at \( x_0 \) and radius equal to \( |x_1 - x_0| \).

We have already applied this analysis to equation (3) in Section 8 of Chapter 7. We shall now extend it to equation (1). For this purpose it will be convenient to use only the first four terms in each of the
series in (10). Since $h$ appears only to the first degree, it can be eliminat-
ed and the following quintic is obtained for the approximate determination of $v_0$:

$$\lambda v_0^5 + 3\lambda x_0 v_0^4 - 15y_0'v_0^3 + 60y_0v_0^2 - 90 = 0.$$  \hspace{1cm} (11)

In general, however, the value of $x_0 - x_1$ will be too large to allow a good approximation of $v_0$ by equating it to the proper root of (11). This difficulty would be overcome, however, if equation (7) and its derivative could be used to obtain new values of $y$ and $y'$ which correspond to a value of $x$ in the neighborhood of $x_1$. Unfortunately, the rapidity of the convergence of (7) decreases as $x$ approaches $x_1$ and one is thus limited in the use of this device.

However, a method of continuous analytic continuation, which is described in Chapter 9, has been devised to overcome the difficulties in the convergence of (7). By means of it, tables have been computed for $y$ and $y'$ for various values of $\lambda$ corresponding to the initial conditions: $x_0 = 0$, $y_0 = 1$, $y_0' = 0$.

These values are recorded in Table I in the Appendix from which the graph shown in Figure 1 has been constructed. The graphs of $y$ for $y_0 = 0$, $y_0' = 1$, $\lambda = 0$, 1, and 5, which are shown in Figure 2, was obtained by means of the differential analyzer of the Radiation Laboratory at the University of California and were made by John Killeen. It will be observed that the slopes of the functions corresponding to various values of the parameter are less for the second choice of initial conditions than for the first. That this should be the case is readily seen for the parameter $\lambda = 0$, if we compare the values of the polar
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points. For the first set of conditions we found that $x_1 = 1.21432$. A similar computation for the second set of conditions yields the value $x_1 = 1.52995$.

With the values available in Table I it is now possible to use equation (11) effectively in determining $x_1$ corresponding to the initial conditions: $x_0 = 0, y_0 = 1, y_0' = 0$. Thus, when $\lambda = 5$, we have for $x_0 = 0.90$ the values $y_0 = 12.78, y_0' = 91.9$. When these quantities are substituted in (11) and proper simplifications made, we obtain the following equation for the determination of $v_0$:

$$v_0 + 2.70 v_0^2 - 275.7 v_0^3 - 153.36 v_0^4 - 18 = 0.$$  

From the root, $v_0 = -0.279$, we thus determine: $x_1 = x_0 - v_0 = 1.179$. This same value is obtained if we use the much larger values of $y$ and $y'$ corresponding to $x = 0.96$.

A similar computation to determine the first negative pole corresponding to $\lambda = 5$ was made with the initial values: $x_0 = -1.00, y_0 = 15.31, y_0' = -119$. The value of this pole was thus found to be $x_2 = -1.256$.

7. The Boutroux Transformation of the First Painlevé Equation

In a long memoir published in 1913–14, M. P. Boutroux studied the asymptotic properties of the first and second transcendents of Painlevé. In initiating his investigations, Boutroux made the following transformation:

$$y = x^{1/2} w, \quad t = \frac{4}{5} x^{5/4},$$  

(1)
upon the variables of the equation:

\[
\frac{d^2y}{dx^2} = 6y^2 + \lambda x,
\]  

(2)

and thus obtained:

\[
\frac{d^2w}{dt^2} = 6w^2 + \lambda - \frac{1}{t} \frac{dw}{dt} + \frac{4}{25t^2} w.
\]  

(3)

For certain regions of \(t\), when the absolute value of \(t\) is sufficiently large, Boutroux showed that \(w\) is asymptotic to the solution of the equation:

\[
\frac{d^2W}{dt^2} = 6W^2 + \lambda.
\]  

(4)

The solution of this equation has already been shown (Section 9, Chapter 7) to be

\[
W = \wp(Ct, k),
\]  

(5)

where, in this case, the constants \(C\) and \(k\) are given in terms of the roots of the equation

\[
4s^3 + 2\lambda s + g = 0,
\]  

(6)
in which \(g\) is arbitrary.

The value of \(k\) is determined from the equation of twelfth degree defined by equation (21) in Section 16 of Chapter 6 and is seen to be a function of both \(\lambda\) and \(g\), and thus of both \(\lambda\) and \(C\). The value of \(C\) is determined from the boundary conditions imposed initially upon the solution of (4).

The period of \(\wp(z)\) is the period of \(\text{sn}^2(z)\) and is thus one-half the period of \(\text{sn}(z)\). Let us denote this by \(\Omega\). The period of \(W\) is thus \(\Omega = \Omega/C\); and since \(\Omega\) is a function of both \(C\) and \(\lambda\), we can denote this by writing: \(\Omega = \Omega(C, \lambda)\).

For given boundary conditions, let us say at the origin, \(C\) is a constant, and hence, for a specified \(\lambda\), \(\Omega\) is a constant. If the boundary conditions are real, then \(\Omega\) is real and, as we have seen, there will exist a series of values: \(t_i + m\Omega\), for which \(W(t)\) is infinite.

Thus, for sufficiently large values of \(t\), the poles of \(w\) will be asymptotic to the poles of \(W\). Hence, by means of the transformation (1), we can obtain the asymptotic behavior of the poles of \(y\) for large values of \(x\).

Let \(T_1\) and \(T_2\) be successive poles of \(W\), and let their asymptotic images for \(y\) be respectively \(X_1\) and \(X_2\). By virtue of (1), we can then write:

\[
T_2 - T_1 = \frac{4}{5} (X_2^{6/4} - X_1^{6/4}).
\]  

(7)
If we now denote the distance between \(X_1\) and \(X_2\) by \(\delta\), then from (7) we get

\[
(X_1 + \delta)^{5/4} - X_1^{5/4} = \frac{\delta}{X_1^{5/4}} \left(1 - \frac{5}{4} \frac{\delta}{X_1} + \frac{5}{32} \frac{\delta^2}{X_1^2} + \ldots\right) - X_1^{5/4} - \frac{5}{4}\Omega_i.
\]

Since \(X_1\) is large, we thus have

\[
\delta \sim \Omega_i X_1^{-1/4}.
\]

The conclusion is thus reached that the distance between the real poles of the solution of (2) approaches zero asymptotically as the fourth root of the distance of the poles from the origin.

### 8. Definition of a New Transcendental Function

Since the solution of the equation

\[
\frac{d^2y}{dx^2} = 6y^2,
\]

can be written in the form (Section 6, Chapter 7)

\[
y = a + \frac{b}{\text{sn}^2(Cy)}, \quad v = x - x_1,
\]

the possibility suggests itself of defining a new transcendental function, \(S(z)\), which will be defined by the equation

\[
S^2(Cy) = \frac{B}{y(v) - A},
\]

where \(y(v)\) is a solution of the equation

\[
\frac{d^2y}{dx^2} = 6y^2 + \lambda x.
\]

It is now our object to determine the parameters in such a way that \(S(z)\) reduces to \(\text{sn}(z)\) when \(\lambda = 0\). Fortunately the parameter \(\lambda\) will enter into the coefficients in such a way that \(S(z)\) can be written as the sum

\[
S(z) = \text{sn}(z) + \lambda \phi(z, \lambda),
\]

where \(\phi(z)\) is the function which we wish to determine explicitly.

Let us assume that we can write \(S^2(Cy)\) as follows:

\[
S^2(Cy) = B(v^2 + b_4v^4 + b_6v^6 + b_8v^8 + \ldots).
\]
Introducing into (3) the expansion of \( y \) given by (4) of Section 6, we have
\[
S^2(Cv) = \frac{Bv^2}{1 - Av^2 + a_2v^4 + a_3v^6 + a_4v^8 + \ldots}.
\] (7)

Equating (6) and (7), we then obtain the following equation for the determination of the coefficients \( b_i \):
\[
Bv^2 = B(v^2 + b_4v^4 + b_6v^6 + b_8v^8 + \ldots)(1 - Av^2 + a_2v^4 + a_3v^6 + \ldots).
\] (8)

Equating the coefficients of like powers, we obtain the following values for the \( b_i \):
\[
\begin{align*}
b_4 &= A; \ b_6 = A^2 - a_2; \ b_7 = a_3; \ b_8 = A^3 - 2Aa_2 - a_4; \ b_9 = -2Aa_3; \\
b_{10} &= A^4 - 3a_2A^2 - 2a_4A + a_2^2 - a_6; \ b_{11} = -3a_3A^2 + 2a_2a_3 - a_7; \\
b_{12} &= A^5 - 4a_2A^3 + 3a_4A^2 + (3a_2^2 - 2a_6)A + 2a_2a_4 + a_2^3 - a_9; \\
b_{13} &= -4a_3A^3 + (6a_2a_3 - 2a_7)A + 2a_3a_4 - a_9; \\
b_{14} &= A^6 - 5a_2A^4 - 4a_4A^3 + (6a_2^2 - 3a_8)A^2 + (6a_2a_4 + 3a_2^3 - 2a_6)A \\
&\quad - a_2^3 + 2a_2a_6 + a_2^2 - a_{10}.
\end{align*}
\] (9)

In order to obtain the expansion of \( S(Cv) \) itself, it is now necessary to extract the square root of the series given in (6). In order to have an algorithm for the computation of the coefficients, let us consider the following expansions:
\[
f^2(v) = F_0 + F_1v + F_2v^2 + F_3v^3 + \ldots + F_nv^n + \ldots,
\] (10)

and its square-root:
\[
f(v) = f_0 + f_1v + f_2v^2 + f_3v^3 + \ldots + f_nv^n + \ldots.
\] (11)

Squaring (11), we obtain the series:
\[
f^2(v) = f_0^2 + 2f_0f_1v + (f_1^2 + 2f_0f_2)v^2 + \ldots + \left( \sum_{j=0}^{n} f_jf_{n-j} \right) v^n + \ldots.
\] (12)

Equating the coefficients of (12) to (10), we get
\[
f_0 = F_0, \quad 2f_0f_1 = F_1, \quad f_1^2 + 2f_0f_2 = F_2, \ldots, \quad \sum_{j=0}^{n} f_jf_{n-j} = F_n.
\] (13)

From these equations we can compute successively the values of \( f_0, f_1, f_2, \) etc., in terms of the \( F_i \).

We now apply this algorithm to determine from (6) and (9) the coefficients of the expansion of \( S(Cv) \), which we write as follows:
\[
S(Cv) = \sqrt{B}(S_1v + S_2v^2 + S_3v^3 + \ldots + S_nv^n + \ldots).
\] (14)
We thus obtain the following values for $S_i$:

$$S_1 = 1, \quad S_2 = 0, \quad S_3 = 1/2b_4 - 1/2A, \quad S_4 = 0, \quad S_5 = 1/2b_8 - 1/8b_4^2 - 3/8A^2 - 1/2a_2,$$

$$S_6 = 1/2b_9 - 1/2a_3 - \lambda/12, \quad S_7 = 1/2b_8 - 1/4b_4b_9 + 5/16A^3 - 3/44Aa_2 - 1/2h,$$

$$S_8 = 1/2b_9 - 1/4b_4b_9 - 3/44Aa_3 - 1/8A\lambda, \quad S_9 = 1/2b_{10} - 1/4b_4b_8 - 1/8b_4^2 - 3/16b_8^2b_4 - 5/128b_4^2 = \frac{35}{128}A^4 + \frac{3}{32}\lambda x_1A^2 - \frac{3}{4}Ah + \frac{1}{480}\lambda^2x_1^2. \quad (15)$$

In this manner we have defined in (14) a new transcendental function which, when $\lambda = 0$, is identical with $\text{sn}(Cy)$. Since $\lambda$ appears only to positive powers, we can write $S(z) = Cy$, as the sum of $\text{sn}(z)$ and a function in $z$ and $\lambda$, as shown in (5). It is this second term, which is the new transcendent of Painlevé.

9. Determination of the Parameter $h$

An examination of the coefficients $S_i$, defined explicitly in (15) of Section 8, shows that the parameter $h$ has not yet been evaluated. Since $C$ and $x_1$ have been assumed to be the arbitrary constants of the solution, $h$ cannot be independently chosen also.

For the purpose of determining $h$, which appears explicitly in both $S_7$ and $S_9$, we shall let $\lambda = 0$ and then equate $S_7$ to the explicit coefficient of $v^7$ in the expansion of $\text{sn}(Cy)$. It will be recalled (Section 13, Chapter 6) that $\text{sn}(z,k)$ has the following development:

$$\text{sn}(z,k) = z - \frac{(1+k^2)z^3}{3!} + \frac{(1+14k^2+k^4)z^5}{5!} - \frac{(1+135k^2+135k^4+k^6)z^7}{7!}$$

$$+ \frac{(1+1,228k^2+5,478k^4+1,228k^6+k^8)z^9}{9!} - \frac{(1+11,069k^2}{9!}$$

$$+ 165,826k^4 + 165,826k^6 + 11,069k^8 + k^{10}) \frac{z^{11}}{11!} + \ldots. \quad (1)$$

Referring now to the values given in (15) of Section 8, we set $\lambda = 0$, and, recalling that $B = C^2$ [see (7), Section 6, Chapter 7], we obtain the equation:

$$\sqrt{B}S_7 = C\left[\frac{5}{16}A^3 - \frac{1}{2}h\right] = -\frac{C^7}{7!} (1 + 135k^2 + 135k^4 + k^6). \quad (2)$$
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Since $k^8 = -1$ and $1 - k^2 + k^4 = 0$ (see Section 6, Chapter 7), the right-hand member of (2) reduces to $-3C^7(2k^2 - 1)/(2^4 \cdot 7)$. Hence, solving for $h$, we obtain:

$$h = \frac{3C^6}{56} (2k^2 - 1) + \frac{5}{8} A^3. \quad (3)$$

But from (7) of Section 6, Chapter 7, we have $A = -C^2(1 + k^2)/3$, whence $A^3 = -C^8(2k^2 - 1)/9$. Introducing this value into (3), we thus obtain

$$h = -\frac{27}{56} A^3 + \frac{5}{8} A^3 = \frac{1}{7} A^3. \quad (4)$$

We observe that $h$ also appears explicitly in the coefficient of $S_8$. It is instructive to verify (4) by comparing $S_8$ with the coefficient of $z^9$ in (1). Since we have, when $\lambda = 0$,

$$S_8 = \left(\frac{35}{128} - \frac{3}{28}\right) A^4 = \frac{149}{79.128} C^8(k^2 - 1),$$

the identification of $S_8/C^8$ with the coefficient of $z^9$ leads to establishing the identity:

$$5.9.149(k^2 - 1) = 1 + 1,228k^2 + 5,478k^4 + 1,228k^6 + k^8,$$

where $k^8 = -1$.

Replacing $k^8$ by $-k^2$, $k^6$ by $-1$ and $k^4$ by $k^2 - 1$, we see that the right-hand member is reduced to $6,705 = 5.9.149$ multiplied by $k^2 - 1$.

10. Generalization of $S(v)$

From the results of the preceding sections, it is now possible to define a function, which we shall denote by $S(v, k; \lambda)$, which reduces to $s_n(v, k)$ when $\lambda = 0$, and to $S(v)$ when $k^8 = -1$.

In order to define this function, let us write $s_n(v)$ as follows:

$$s_n(v) = v + A_3v^3 + A_5v^5 + A_7v^7 + A_9v^9 + \ldots, \quad (1)$$

where the $A_i$ are the functions of $k^2$ given explicitly in (1) of Section 9.

Let us now, in (14) of Section 8, set $C = 1$, which we can do since $C$ is an arbitrary constant, from which it follows that $B$ is also equal to 1. The coefficients $S_i$ are now replaced by their explicit values as given by (15) of Section 8 and we thus obtain the following expansion:

$$S(v) = v + \frac{1}{2} A_3v^3 + \frac{3}{8} A_5v^5 + \frac{27}{112} A_7v^7 + \frac{149}{896} A_9v^9 + \ldots$$

$$+ \lambda \left[ \frac{1}{20} x_1 v^6 + \frac{1}{12} v^6 + \frac{3}{40} x_1 Av^7 + \frac{1}{8} A_5v^8 + \left( \frac{3}{32} x_1 A^2 + \frac{1}{480} \lambda x_2^2 \right) v^9 + \ldots \right]. \quad (2)
Let us now observe that $A_3 = -(1 + k^3)/3!$ reduces to $A/2$, when $k^3 = -1$. Thus, if a new function were formed in which $A$ in $S(v)$ is replaced by $2A_3$, we would have a function which, with respect to the coefficients in which $A$ occurs, would reduce to $S(v)$ when $k^3 = -1$.

Similarly, $A_5$ reduces to $3A^2/8$ and hence $A^2$ can be replaced by $8A_5/3$. We obtain in this way the following table of equivalents:

\[
\begin{align*}
A_3 \text{ reduces to } & \frac{1}{2}A, & A \text{ is replaced by } 2A_3; \\
A_5 \text{ reduces to } & \frac{3}{8}A^2, & A^2 \text{ is replaced by } \frac{8}{3}A_5; \\
A_7 \text{ reduces to } & \frac{27}{112}A^3, & A^3 \text{ is replaced by } \frac{112}{27}A_7; \\
A_9 \text{ reduces to } & \frac{149}{896}A^4, & A^4 \text{ is replaced by } \frac{896}{149}A_9; \\
A_{11} \text{ reduces to } & \frac{201}{1792}A^5, & A^5 \text{ is replaced by } \frac{1792}{201}A_{11}. \\
\end{align*}
\]

(3)

When these substitutions are made we obtain the following function:

\[
S(v,k;\lambda) = \text{sn}(v,k) + \lambda \phi(v,k;\lambda),
\]

(4)

where $\phi(v,k;\lambda)$ has the explicit expansion:

\[
\phi(v,k;\lambda) = \frac{1}{20} x_1v^5 + \frac{1}{12}v^6 + \frac{3}{40}x_1v^7 + \frac{1}{4}A_3v^8 + \left(\frac{1}{4}A_5x_1 + \frac{1}{480}\lambda x_1^2\right)v^9 + \ldots.
\]

(5)

If we set $x_1 = 0$, the expansion of this function reduces to the following:

\[
\phi(v,k;\lambda) = \frac{1}{12}v^6 \left[1 + 3A_3v^2 + 5A_5v^4 + \frac{1}{6}\lambda v^6 + \frac{1121}{135}A_9v^8 + \cdots\right].
\]

(6)

We thus see that the difference between $S(v,k;\lambda)$ and $\text{sn}(v,k)$ is of the order of $v^6$. The function defined by (6) we shall call the first transcendent of Painlevé.

Although the function $S(v,k;\lambda)$ defined in (4) is real for real values of $k$, it is actually complex when it is introduced into the solution of the Painlevé equation, since $A^2 = k^2/3$, where $k^2 = 1 + \omega$ and $\omega$ is a complex cube root of $1$.

Some interest may attach to the expansion of $S(v)$ in this form. The problem reduces to that of the evaluation of powers of $A$. The first six of which are found to be the following:

\[
A = -(2+\omega)/3, \quad A^2 = (1+\omega)/3, \quad A^3 = -(1+2\omega)/9, \quad A^4 = \omega/9,
\]

\[
A^5 = -(1+\omega)/27, \quad A^6 = -1/27.
\]
It is readily shown that $A^n$ has the following value:

$$A^n = \frac{(-1)^n}{3^n} \left\{ \left[ 2^{n-1} - nC_2 \ 2^{n-2} + nC_3 \ 2^{n-3} - nC_5 \ 2^{n-5} + nC_6 \ 2^{n-6} + \ldots \right] + \omega \left[ nC_1 \ 2^{n-1} - nC_2 \ 2^{n-2} + nC_4 \ 2^{n-4} - nC_5 \ 2^{n-5} + \ldots \right] \right\}. \quad (7)$$

When these values are substituted in equation (2) and $x_i$ set equal to zero, the following expansion results:

$$S(v) = \left[ v - \frac{1}{3} \ v^3 + \frac{1}{8} \ v^5 - \frac{3}{112} \ v^7 + \frac{67}{16128} \ v^{11} + \ldots \right]$$

$$+ \frac{\lambda}{12} \left[ v^6 - v^8 + \frac{5}{8} \ v^{10} + \frac{9\lambda}{88} \ v^{11} - \frac{1121}{5040} \ v^{12} + \ldots \right]$$

$$+ \omega \left[ \left( -\frac{1}{6} \ v^3 + \frac{1}{8} \ v^5 - \frac{49}{56} \ v^7 + \frac{149}{8064} \ v^9 - \frac{67}{16128} \ v^{11} + \ldots \right) \right]$$

$$- \frac{\lambda}{24} \left( v^7 + \frac{5}{4} \ v^{11} - \frac{225}{2745} \ v^{12} + \ldots \right]. \quad (8)$$

11. The Second Painlevé Transcendent

The equation which defines the second Painlevé transcendent can be conveniently written in the form

$$\frac{d^2 y}{dx^2} = 3y^3 + xy + \mu, \quad (1)$$

where $\mu$ is an arbitrary parameter. As in the case of the first Painlevé equation, two expansions will be of interest to us, one valid in the neighborhood of the pole: $x = x_1$, and the second in the neighborhood of a regular point: $x = x_0$ at which values of $y_0$ and $y'_0$ are specified.

The first of these expansions can be written in the form:

$$y = \frac{a_{-1}}{v} + a_0 + a_1 v + a_2 v^2 + a_3 v^3 + a_4 v^4 + \ldots, \ v = x - x_1. \quad (2)$$

When $y$ is substituted in (1) and coefficients of like powers are equated, values of $a_n$ are obtained of which the first seven are the following:

$$a_{-1} = 1, \ a_0 = 0, \ a_1 = -x_1/6, \ a_2 = -\frac{1}{4} (1 + \mu), \ a_3 = h,$$

$$a_4 = \frac{1}{72} \ x_1 (1 + 3\mu), \ a_5 = \frac{1}{3024} (27 + 108\mu - 216h x_1 + 81\mu^2 - 2x_1^3), \quad (3)$$

where both $x_1$ and $h$ are arbitrary constants.
The explicit values of $a_n$ through $n=15$ are given in Appendix 4. Others can be computed from the following recursion formula:

$$a_{n+2} = \frac{1}{(n+1)(n+2)} \left[ 2 \sum_{i=1}^{n+2} a_i \sum a_{n-(i+1)} + a_{n-1} + a_n x_1 \right], \quad n > -1, \quad (4)$$

where $a_m=0$, when $m < -1$.

For example, when $n=2$ in (4), we get

$$a_4 = \frac{1}{12} (6a_{-1}a_4 + 12a_{-1}a_0a_3 + 12a_{-1}a_1a_2 + 6a_0a_2 + 6a_0a_1^2 + a_1 + a_2x_1).$$

When the values for $a_i$, $i = -1, 0, 1, 2, 3$, as given in (3), are substituted and $a_4$ solved for, the coefficient given in (3) is obtained.

The second expansion of the solution of (1) is the following Taylor's series about the point: $x=x_0$:

$$y = y_0 + y_0(x-x_0) + \frac{y_0''}{2!}(x-x_0)^2 + \frac{y_0^{(3)}}{3!}(x-x_0)^3 + \ldots, \quad (5)$$

where $y_0$ and $y_0'$ are specified arbitrarily, $y_0''$ is obtained from the differential equation, and $y_0^{(3)}$ and higher derivatives are evaluated from the successive derivatives of (1).

The first few of these derivatives are the following:

$$y^{(3)} = 6y''y' + xy' + y,$$

$$y^{(4)} = 6y''y'' + 12yy'^2 + xy'' + 2y' = 12y^5 + 8xy^3 + 6yx^2 + x^2y + \mu x + 12yy'^2 + 2y'$$

$$y^{(5)} = 12y'^3 + 36yy'y' + 6y^2y^{(3)} + xy^{(3)} + 3y'''. \quad (6)$$

The values of $y^{(n)}$ through $n=10$ are given in Appendix 4.

As in the case of the first equation of Painlevé, the relationship between expansions (2) and (5) is readily seen if $x$ in (2) is replaced by $x_0$ and $y$ by $y_0$. Equation (2) is differentiated and $x$ and $y'$ assume respectively the values $x_0$ and $y_0$. Since $v_0 = x_0 - x_1$, we now replace $x_1$ by $x_0 - v_0$, and thus obtain the following equations:

$$-y = -\frac{A_{-1}}{v_0} + A_1 v_0 + A_2 v_0^2 + A_3 v_0^3 + A_4 v_0^4 + A_5 v_0^5 + A_6 v_0^6 + \ldots, \quad (7)$$

$$-y' = -\frac{A_{-1}}{v_0^2} + A_1 + 2A_2 v_0 + 3A_3 v_0^2 + 4A_4 v_0^3 + 5A_5 v_0^4 + 6A_6 v_0^5 + \ldots,$$
where the coefficients have the following values:

\[ A_{-1} = 1, \quad A_1 = -\frac{1}{6} x_0, \quad A_2 = -\frac{1}{12} (1 + 3\mu), \quad A_3 = h, \quad A_4 = \frac{1}{72} (x_0 + 3\mu), \]

\[ A_5 = \frac{1}{3024} (-15 - 18\mu + 216\mu x_0 + 81\mu^2 - 2x_0^3), \]

\[ A_6 = -\frac{1}{6024} (2x_0^3 + 21\mu x_0^2 + 756\mu h + 72h). \]  \(8\)

Negative values of \( y \) and \( y' \) are used in (7) on the assumption that \( x_0 < x_1 \) and hence \( v_0 \) is negative. This will be the case if the initial point in (5) lies between the origin and the first pole of the solution.

In applying equations (7) to the numerical evaluation of \( x_1 \) and \( h \), values of \( y \) and \( y' \) are determined for some value of \( x \) sufficiently near to \( x_1 \) so that \( v = x-x_1 \) is less than one in absolute value. To accomplish this we begin with an initial set of values of \( y \) and \( y' \) at some specified value of \( x \), let us say, \( x = 0 \). Since series (5) converges very slowly when \( x \) is in the neighborhood of \( x_1 \), its usefulness is limited and we have recourse to the method of continuous analytic continuation, which is described in Chapter 9, or to some other method of approximation. Having finally obtained the desired values, we denote them by \( x_0, y_0, y'_0 \) and substitute them in equations (7).

Since \( h \) appears first in \( A_3 \), terms beyond this value in (7) are neglected and the resulting equations are then used to approximate \( h \) and \( x_1 \). Since \( h \) appears linearly, it can be eliminated. The resulting equation for the approximation of \( v_0 \) is the following cubic:

\[ (1 + 3\mu)v_0^3 + 4(x_0 + 3y'_0)v_0^2 - 30y_0v_0 - 48 = 0. \]  \(9\)

From the value of \( v_0 \) thus determined we compute the pole, \( x_1 \). In order to obtain \( h \) we substitute \( v_0 \) in equations (7) and solve either of them for \( h \).

By means of the method of analytic continuation, tables have been computed for \( y \) and \( y' \) corresponding to \( \mu = 0, 1, 2, 3, 4, 5 \) and the boundary conditions: \( x_0 = 0, \ y_0 = 1, \ y'_0 = 0 \). These values have been recorded in Table II in the Appendix. The graphical representations of \( y \) and \( y' \) for \( \mu = 0, 1, 3 \), and 5 are found in Figures 3 and 4.

It will be evident from the graphs that the polar values of the solutions tend to move toward the origin with increasing \( \mu \). Making use of the values of \( y \) and \( y' \) in the neighborhood of \( x = +1 \), we obtain estimates of \( x_1 \) for several values of \( \mu \) by solving equation (9). These estimates are as follows:

For \( \mu = 0, \ x_1 = 1.26; \) for \( \mu = 1, \ x_1 = 1.16; \) for \( \mu = 5, \ x_1 = 0.95. \)
12. The Boutroux Transformation of the Second Painlevé Equation

A transformation similar to that which we have described in Section 7 for the first Painlevé equation was also given by Boutroux for the equation:

$$\frac{d^2y}{dx^2} = 2y^3 + xy + \mu.$$  \hspace{1cm} (1)
Applying to (1) the transformation:

\[ y = x^{1/2}w, \quad t = \frac{2}{3} x^{3/2}, \]  

we obtain the following equation:

\[ \frac{d^2w}{dt^2} = 2w^3 - 2w - \frac{1}{t} \frac{dw}{dt} + \frac{1}{9} \frac{w}{t^2} + \frac{2}{3} \frac{\mu}{t}. \]
Boutroux showed that for certain regions of $t$, when the absolute value of $t$ is sufficiently large, the solution of (3) is asymptotic to the solution of the elliptic equation:

$$\frac{d^2W}{dt^2} = 2W^3 - 2W. \tag{4}$$

One form of the general solution of (4) can be written [see (7), Section 10, Chapter 7]:

$$W = C/\text{sn}(Cu,k), \quad k^2 = 2/C^2 - 1, \quad u = t - t_0. \tag{5}$$

The values of $C$ and $t_0$ depend upon the initial conditions imposed upon $W$.

Since, for every $k$, there exists a quantity $\Omega$, such that $\text{sn}(z+\Omega) = \text{sn}(z)$, the period of $W$ is given by $\Omega = \Omega/C$. Since $t = t_0$ is a pole of $W$, there will exist a series of values: $t_0 + m\Omega$, for which $W(t)$ is infinite.

Thus within the Boutroux regions, when $x$ is sufficiently large, the poles of $y$ will be asymptotic to the poles of $W$. Let $T_1$ and $T_2$ be successive poles of $w$ on the real axis, and let them correspond to real initial conditions imposed at $x = 0$. Let us denote by $X_1$ and $X_2$ the asymptotic images of $T_1$ and $T_2$ respectively. It is then observed from (2) that we can write

$$T_2 - T_1 = \frac{2}{3} (X_2^{3/2} - X_1^{3/2}) \sim \Omega_1. \tag{6}$$

If we denote the distance between $X_1$ and $X_2$ by $\delta$, then from (6) we get

$$(X_1 + \delta)^{3/2} - X_1^{3/2} = X_1^{3/2} \left(1 + \frac{3}{2} \frac{\delta}{X_1} + \frac{3}{8} \frac{\delta^2}{X_1^2} + \cdots \right) - X_1^{3/2} \sim \frac{3}{2} \Omega_1.$$

Since $X_1$ is large, we thus have

$$\delta \sim \Omega_1 X_1^{-1/2}. \tag{7}$$

The conclusion is thus reached that the distance between the real poles of the solutions of (1) approaches zero asymptotically as the square-root of the distance of the poles from the origin.

One difference between the asymptotic behavior of $\delta$ for the cases of the first and second Painlevé transcendents is to be observed. In the first case $\Omega_1$ depends upon the parameter $\lambda$ of the equation, but in the second case $\Omega_1$ is independent of the parameter $\mu$. 
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13. Methods of Analytic Continuation

The problem of extending the solutions of the Painlevé transcendents beyond their first singular points on the axis of reals is one of some interest. Two methods are available. The first of these, which we shall call the method of "pole-vaulting," is made practical by the existence in the neighborhood of the pole of both a Taylor's series and a Laurent series with a single infinite term. The second method makes use of an analytic continuation around the singular point.

We shall illustrate these methods by making an extension into the segment beyond its first pole of the first Painlevé transcendent when $\lambda=1$. The solution is initially defined at $x_0=0$ by the values: $y_0=1$, $y_0'=0$.

In applying the method of "pole-vaulting" we first compute the value of $x_1$ (the first pole) by means of equation (11), Section 6. For the initial values we take from Table I in the Appendix the following: $x_0=0.95$, $y_0=15.16$, $y_0'=118$. Substituting these in equation (11), we find without difficulty the following solution of the quintic: $v_0=0.2568$, and hence compute:

$$x_1 = x_0 + v_0 = 1.2068.$$ 

This enables us to obtain new initial values $y_0$ and $y_0'$ at the arbitrarily selected point: $x_0=1.5$ by means of equation (10), Section 6. We thus find: $y_0=11.62$, $y_0'=-79.46$. With these as initial conditions, the solution is now extended by continuous analytic continuation (see Chapter 9) to $x=2.80$, where we obtain the values: $y=11.23$, $y'=75.47$. Entering these values in equation (11), and solving the quintic as before, we are able to determine the second pole. This is found to be: $x_2=3.0982$. It is obvious that this method can be indefinitely continued.

The technique of the second method is described in Section 11 of Chapter 9. By means of it, and employing a rectangular path, the solution of the differential equation is analytically extended into the complex plane and back again to the axis of reals at $x=1.5$. The values thus obtained are $y=11.78$ and $y'=-79.56$, which, when one considers the complex nature of the computation, agree very well with those obtained by the first method. The graphical representation of the curve thus found is shown in Figure 5.

It is interesting to compare the extended function with a series of functions computed respectively at the points $x=10$, $x=20$, and $x=30$, but each satisfying at its respective point the same initial conditions, namely, $y=1$, $y'=0$. These graphs are shown in Figure 6, which may be compared with those in Figure 5. The former show the contraction between successive poles as $x$ increases.
Chapter 9

Continuous Analytic Continuation

1. Introduction

One of the advantages enjoyed by linear equations over nonlinear ones resides in the relative simplicity of the algorithms available for the computation of their solutions. For the time ultimately arrives in most investigations when it becomes necessary to exhibit in numerical or graphical form the function which solves an equation.

In preceding chapters we have given three types of existence theorems, which, in a sense, provide algorithms for the construction of the integral of an equation. But a survey of these methods will make it clear that there is a great deal of difference between proving the existence of a solution and the actual attaining of it in a graphical or numerical form. In general, complexities increase with each step.

Let us consider, for example, Cauchy's method of limits, which, in its essential feature, is merely the construction of an appropriate Taylor's series which satisfies formally the differential equation and converges, together with its derivatives, to preassigned values at a given point \( x = x_0 \). But the computation of the coefficients of the series is usually a monumental task, since the evaluation of higher derivatives from the original equation often increases exponentially in difficulty. The convergence of the series is limited by the radius \( r = |x_0 - x_1| \), where \( x_1 \) is the nearest singular point. And even when \( r \) is very large, the error in the approximation soon increases beyond practical limits with an increasing value of \( x_0 - x \).

Therefore, the need exists for a method of approximation which has the following features:

(a) The method should be what we shall call linearly iterative. That is to say, each successive step should be connected with its immediate predecessor by an algorithm which involves associations that do not increase in complexity at each step.

(b) The method should be applicable to approximations in the complex domain. It should not be limited to approximations on the real axis.

(c) It should be capable of extension to the neighborhood of any point in the complex plane, which is not excluded by a natural bound.
(d) The error in the approximation should increase linearly at most. That is to say, the error reached in the $n$th step should not be greater than $nK$, where $K$ is a preassigned constant.

A method which has these properties, and which we are about to describe, will be called the method of continuous analytic continuation. It can be used for the approximation of solutions of equations of any order, although in our discussion we shall consider its application to differential equations of second order.

As an introduction to the method, it will be instructive to describe another one related to it, which we shall call the method of curvature. This approximation has already been discussed in Section 2 of Chapter 2. The method, however, is much more limited in its scope than that of continuous analytic continuation, since its applicability is to real values of the variables, and it is adapted only to differential equations of first and second orders. It does, however, have the advantage that it can be applied graphically to the construction of an integral curve.

2. The Method of Curvature

Let us assume that the equation to be solved can be written in the form

$$y'' = f(x, y, y'),$$

and that the desired integral passes through the point $P_0 = (x_0, y_0)$ with slope $y_0'$.
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**Figure 1**

By means of equation (1) we now determine $y_0''$ and thus can compute the value of the radius of curvature, $R_0$, from the formula:

$$R^2 = \frac{(1 + y'^2)^3}{y''^2}.$$  

(2)
Referring to Figure 1, let us denote by \( Q = (a, b) \) the center of curvature. Explicitly the coordinates \( a \) and \( b \) are computed from the formulas:

\[
a = x_0 - \frac{y_0'R_0}{\sqrt{1+y_0'^2}}, \quad b = y_0 + \frac{R_0}{\sqrt{1+y_0'^2}}. \tag{3}
\]

The line through \( P_0 \), which is tangent both to the integral curve and to the circle of curvature, is given by

\[
y - y_0 = y_0'(x - x_0). \tag{4}
\]

Let us now consider a second point \( P_1 = (x_1, y_1) \) on the circle of curvature, which is derived from \( P_0 \) by adding an increment \( \Delta x \) to \( x_0 \); that is,

\[
P_1 = (x_0 + \Delta x, y_0 + \Delta y).
\]

To a second approximation we shall have

\[
y_1 = y_0 + \Delta y = y_0 + y_0'\Delta x + \frac{1}{2} y_0''(\Delta x)^2. \tag{5}
\]

Since \( P_1 \) lies on the circle of curvature, we can now compute the derivative \( y' \) at \( P_1 \) by means of formulas (3) as follows:

\[
\left( \frac{dy}{dx} \right)_{P_1} = -\left( \frac{x_1-a}{y_1-b} \right) = -\left( \frac{x_0 + \Delta x - a}{y_0 + \Delta y - b} \right).
\]

\[
= -\left\{ \frac{y_0''\Delta x + y_0'(1 + y_0'^2)}{y_0''\left[ y_0'\Delta x + \frac{1}{2} y_0''(\Delta x)^2 \right] - (1 + y_0'^2)} \right\}. \tag{6}
\]

Denoting this value by \( y'_1 \), we now substitute \( x_1, y_1, y'_1 \) in (1) to find \( y''_1 \). The computation is then repeated to obtain \( P_2 = (x_2, y_2) \) and \( y'_2 \). Other points are similarly determined and an approximation to the integral curve is thus attained.

An estimate of the error involved in this method can be obtained by considering the difference between \( y'_i \) as given by (6) and \( y'_i \) computed from the derivative of (5). Denoting this difference by \( D \), we thus find its value to be

\[
D = \frac{1}{2} \left( \frac{3y_0' + y_0''\Delta x}{1 + \frac{3}{2} y_0'^2 - \frac{1}{2} (y_0' + y_0''\Delta x)^2} \right). \tag{7}
\]

Neglecting differentials of third and higher powers, we have the following approximation for \( D \):

\[
D \approx \frac{3}{2} \frac{y_0'(y_0'')^2}{1 + y_0'^2} (\Delta x)^2. \tag{8}
\]
3. Analytic Continuation

We shall assume that \( f(z) \) is a function of the complex variable \( z \) and that it is analytic throughout a simply connected region \( A \) except at a finite number of points in which it has singularities. Let us now connect two points \( a \) and \( b \) of the region \( A \) by a simple continuous curve, \( L \), which neither intersects one of the singular points nor encloses one of them. The situation is shown in Figure 2, where the \( P_i \) are the singular points of \( f(z) \).

\[
\text{Figure 2}
\]

Since \( f(z) \) is analytic in \( A \) except at the points of singularity, it is analytic at \( z = a \) where it has derivatives of all orders. Therefore, \( f(z) \) can be expanded in the neighborhood of \( a \) in the form of a Taylor's series,

\[
f(z) = f(a) + (x-a)f'(a) + \frac{(x-a)^2}{2!} f''(a) + \ldots + \frac{(x-a)^n}{n!} f^{(n)}(a) + \ldots \quad (1)
\]

This series converges within a circle of radius \( R \) about \( z = a \), where \( R \) is the distance from \( a \) to the nearest singular point. If the situation is that described in Figure 2, then \( R = |a - P_1| \), and series (1) converges within the circle \( C \).

The problem proposed here is that of finding the value of \( f(x) \) at the point \( z = b \), which lies outside of the circle \( C \). This is the problem which is solved by analytic continuation.

To accomplish this we select some point \( c_1 \) which lies on \( L \) and is also within the circle \( C \). Since \( f(z) \) is analytic at \( c_1 \), both the value of \( f(c_1) \) and the values of all of its derivatives can be computed at \( c_1 \) by means of the convergent series (1). From these values a new Taylor's series is now constructed which this time converges within
the circle $C_1$, the radius of which is equal to the distance between $c_1$ and $P_1$. Part of this circle lies outside of $C$ so we have now enlarged the domain within which we can define $f(z)$ by means of a Taylor's series; or, in other words, we have analytically extended $f(z)$ beyond the region enclosed by $C$ and into the region interior to $C_1$.

Since the singular points are finite in number and isolated, and since $L$ does not include or enclose any of them, it is clear that by a sufficient number of repetitions of the process just described we shall eventually reach the point $z = b$ with a Taylor's expansion that converges within the circle $C'$.

It should be observed that the circles of convergence vary in size, since their radii depend upon the position of the singular points with respect to the line $L$. If one is actually computing the values of $f(z)$ at points along $L$, this matter of the size of the circles of convergence is an important one, since, in general, the rate of convergence of the Taylor's series depends upon the size of the radius of the circle of convergence. The smaller the radius the larger the number of terms that will be required to attain values of $f(z)$ within the limits of a prescribed error.

It has been assumed that the path $L$ does not enclose any of the singular points. The importance of this assumption is readily seen, for if one of the points, let us say $P_1$, is a branch point of $f(z)$, then any path which encloses $P_1$ will carry the function to another sheet of the Riemann surface and we should not be able to reach the final point $z = b$.

4. The Method of Continuous Analytic Continuation

The method of analytic continuation which we have described in the preceding section is especially well adapted to the computation of a function described by a differential equation. Let us assume that the function is a solution of the differential equation

$$y'' = f(x, y, y'),$$

and that at the point $x_0$ it has the value $y_0$ and its first derivative has the value $y'_0$.

Let us assume that we are interested in obtaining the value of $y$ along a path $L$ between the initial point $a = (x_0, y_0)$ and a second point $b$. We shall assume that the path is so chosen that the function $y(x)$ is analytic throughout its length. It should be observed, however, that the choice of such a path is not an obvious consequence of the form of the differential equation.

Take, for example, the simple equation: $y'' = 6y^2$, which we have studied in Chapter 7. Cauchy's existence theorem assures us that a solution with the prescribed boundary conditions exists in the neigh-
borhood of every point in the finite plane. But there is no obvious reason to infer from the form of the equation that if \( L \) is the real axis and the boundary conditions are real, the path \( L \) will contain an infinite number of poles of the solution, as it actually does.

Under the conditions just assumed there will exist a solution of equation (1) in the neighborhood of the point \( a \), which can be written in the following form:

\[
y(x) = y_0 + y'_0 \Delta x + \frac{y''_0}{2!} (\Delta x)^2 + \frac{y^{(3)}_0}{3!} (\Delta x)^3 + \ldots + \frac{y^{(n)}_0}{n!} (\Delta x)^n + R_n, \tag{2}
\]

where \( \Delta x = x - x_0 \), and

\[
R_n = y^{(n+1)}_0 (\Delta x)^{n+1}/(n+1)!, \quad x_p = x_0 + \theta(\Delta x), \quad 0 \leq \theta \leq 1.
\]

Similarly, for the computation of \( y'(x) \), we have

\[
y'(x) = y'_0 + y''_0 \Delta x + \frac{y^{(3)}_0}{2!} (\Delta x)^2 + \ldots + \frac{y^{(n)}_0}{(n-1)!} (\Delta x)^{n-1} + R'_n, \tag{3}
\]

where we write

\[
R' = y^{(n+1)}(\Delta x)^n/n!, \quad x_p = x_0 + \theta(\Delta x), \quad 0 \leq \theta \leq 1. \tag{4}
\]

The values of \( y^{(m)}_0 \) for \( m = 2, 3, \ldots, n \) are computed from the differential equation and its successive derivatives. Thus, for example, we have

\[
y^{(3)} = f_x + f_y y' + f_y y'' = f_x + f_y y' + f_y y', \tag{5}
\]

where the subscripts indicate partial derivatives. Let us take note of the fact that \( y^{(3)} \) has been expressed in terms of \( x, y, \) and \( y' \) only.

We now observe that each one of the coefficients of \( (\Delta x)^m \) in (2) and (3) can be expressed in terms of the initial values: \( P_0 = (x_0, y_0, y'_0) \). Let us write these coefficients as follows:

\[
f(x_0, y_0, y'_0) = f_x(P_0),
\]

\[
f_x(P_0) + y_0 f_y(P_0) + f(P_0) f_y(P_0) = f_y(P_0), \tag{6}
\]

and so on to higher derivatives.

Equations (2) and (3) then assume the form:

\[
y_1 = y_0 + y'_0 \Delta x + \frac{1}{2!} f_x(P_0) (\Delta x)^2 + \frac{1}{3!} f_y(P_0) (\Delta x)^3 + \ldots + \frac{1}{n!} f_n(P_0) (\Delta x)^n + R_n,
\]

\[
y'_1 = y'_0 + f_x(P_0) \Delta x + \frac{1}{2!} f_y(P_0) (\Delta x)^2 + \ldots + \frac{1}{(n-1)!} f_{n-1}(P_0) (\Delta x)^{n-1} + R'_n, \tag{7}
\]
where $y_i$ and $y'_i$ are the values respectively of $y(x)$ and $y'(x)$ at the point $x_i = x_0 + \Delta x$.

In this manner, beginning with an initial set of values, it is now possible to compute successive values of $y$ and $y'$, the errors in each approximation being largely controlled by the size of $\Delta x$. Thus, denoting the successive values by $y_i$ and $y'_i$, we obtain as approximating equations the following:

$$y_{i+1} = y_i + y'_i \Delta x + \frac{1}{2!} f_2(P_i) (\Delta x)^2 + \ldots + \frac{1}{n!} f_n(P_i) (\Delta x)^n,$$

$$y'_{i+1} = y'_i + f_2(P_i) \Delta x + \frac{1}{2!} f_3(P_i) (\Delta x)^2 + \ldots + \frac{1}{(n-1)!} f_{n-1}(P_i) (\Delta x)^{n-1}.$$  

(8)

The errors, which are obviously cumulative, will be of the order of $mR$ and $mR'$, where $m$ is the number of iterations and $R$ and $R'$ are the absolute values of the respective maxima of $R_i$ and $R'_i$ along the path $L$.

The nature of the continuation is readily understood from Figure 3, which shows the successive circles that carry the computation from the point $a$ to the point $b$ along the path $L$. The center of each circle lies on $L$ and each radius is equal to $\Delta x$. The error in each approximation will vary from circle to circle, this variation depending upon the proximity of the center of the circle to the nearest singular point of the solution which is being computed. Thus the maximum values of $R_i$ and $R'_i$ will, in general, be those corresponding to the circle which lies closest to a singular point. It is to be observed, however, that $\Delta x$ is not necessarily the same value throughout the length of $L$, but can be varied according to the proximity of the singular points.
The great power of continuous analytic continuation as a computing device resides in two factors. In the first place the \( P_i \), and consequently the coefficients \( f_n(P_i) \), are functions only of \( x, y \), and \( y' \). No higher derivatives enter explicitly into the computation. In the second place, even for complicated equations, the iterations defined by (8) are relatively simple since one rarely needs to go beyond the fourth derivative, that is to say, beyond the term containing \( f_4(P_i) \). The approximation, like a turtle, carries its house with it.

5. An Elementary Example Illustrating the Method of Continuous Analytic Continuation

As a simple, and somewhat amusing, illustration of the method described in the preceding section, let us consider the solution by this means of the following linear equation:

\[ y'' + y = 0. \]  \hspace{1cm} (1)

Since the derivatives form the following sequences:

\[ y'' = -y, \quad y^{(4)} = y, \quad y^{(6)} = -y, \quad \ldots, \quad y^{(2n)} = (-1)^n y, \]
\[ y^{(3)} = -y', \quad y^{(5)} = y', \quad y^{(7)} = -y', \quad \ldots, \quad y^{(2n+1)} = (-1)^n y', \]  \hspace{1cm} (2)

equations (8) of Section 4 reduce to the following:

\[ y_{i+1} = y_i + y_i \Delta x + \frac{1}{2!} (-y_i)(\Delta x)^2 + \frac{1}{3!} (-y_i')(\Delta x)^3 + \frac{1}{4!} y_i(\Delta x)^4 + \ldots, \]
\[ = y_i \cos \Delta x + y_i' \sin \Delta x; \]  \hspace{1cm} (3)

\[ y_{i+1}' = y_i' - y_i \Delta x + \frac{1}{2!} (-y_i)(\Delta x)^2 + \frac{1}{3!} y_i(\Delta x)^3 + \frac{1}{4!} y_i'(\Delta x)^4 + \ldots, \]
\[ = -y_i \sin \Delta x + y_i' \cos \Delta x. \]  \hspace{1cm} (4)

It is thus observed that we have the relationship,

\[ y_{i+1}' + y_{i+1}' = y_i' + y_i'. \]  \hspace{1cm} (5)

Let us now solve equations (3) and (4) for \( \sin \Delta x \) and \( \cos \Delta x \). We thus obtain:

\[ \sin \Delta x = \frac{y_i y_{i+1}' - y_i y_i'}{y_i' + y_i'^2}, \quad \cos \Delta x = \frac{y_i y_{i+1}' + y_i y_i'}{y_i' + y_i'^2}. \]  \hspace{1cm} (6)
Substituting these values into the equations,

\[ y_{i+2} = y_{i+1} \cos \Delta x + y'_{i+1} \sin \Delta x, \]
\[ y'_{i+2} = -y_{i+1} \sin \Delta x + y'_{i+1} \cos \Delta x, \]  

we thus get the following iteration free from the increment \( \Delta x \):

\[ y_{i+2} = \frac{y_i(y_i^2 + y_{i+1}^2) + 2y_i y_{i+1} y'_{i+1}}{y_i^2 + y_{i+1}^2}, \]
\[ y'_{i+2} = \frac{y'_i(y_i^2 + y_{i+1}^2) + 2y_i y_{i+1} y'_{i+1}}{y_i^2 + y_{i+1}^2}. \]

It should be observed, however, that an initial choice must be made of four values, let us say, \( y_0, y'_0 \) and \( y_1, y'_1 \), before the sequence, \( y_2, y'_2; y_3, y'_3; \) etc., can be computed. The first pair of values are those which determine the initial conditions of the original differential equation (1). The second pair, arbitrarily chosen except for the one restriction given by (5), determine the increment \( \Delta x \) of the iteration.

It is interesting to observe that if the four initial values are chosen to be rational fractions, then the iterated values will also be rational fractions. Each pair of fractions will form a set of Pythagorean fractions, that is to say, rational pairs which satisfy the equation:

\[ x^2 + y^2 = y^2 + y'^2. \]

The number of such sets is enumerably infinite. The iteration (8), however, picks from the totality of Pythagorean fractions a set which forms separately the ordinates at fixed intervals of two harmonic curves.

For example, if \( y_0 = 1, y'_0 = 0; y_1 = 3/5, y'_1 = -4/5 \), then we compute by means of (8) the following subsequent sets:

\[ y_2 = -7/25, y'_2 = -24/25; y_3 = -117/125, y'_3 = -44/125; \]
\[ y_4 = -527/625, y'_4 = 336/625; y_5 = -237/3125, y'_5 = 3116/3125; \]
\[ y_6 = 11753/15625, y'_6 = 10296/15625. \]

Substituting the first two pairs of values in equations (6), we get \( \sin \Delta x = 4/5, \cos \Delta x = 3/5 \), and thus determine: \( \Delta x = 0.927295 \) radians.

The solution of the original equation (1) corresponding to the initial conditions: \( y_0 = 1, y'_0 = 0 \) at \( x = 0 \), is \( y = \cos x \) and its derivative is \( y' = -\sin x \). The graphs of these two functions showing the location on them of the rational values just computed are given in Figure 4.
Figure 4.—Graphs of \( y = \cos x \) and \( y' = -\sin x \), showing positions of rational points on the curves.

6. The Solution of \( y'' = 6y^2 \) by the Method of Continuous Analytic Continuation

As an illustration of the usefulness of the method of continuous analytic continuation when approximating into the neighborhood of a singular point, we shall apply the method to the equation:

\[
y'' = 6y^2,
\]

prescribing the following initial values: \( y(0) = 1, \ y'(0) = 0 \).
From the extensive discussion of this equation given in Chapter 7, we know that its solution, corresponding to the initial conditions, is a doubly periodic function with a real period equal to $2\Omega$, where $\Omega = 1.2143254$. At the point $x = \Omega$ the solution has a simple polar singularity. Both a table of values between $x = 0$ and $x = 1$ and the graphical representation of the solution are given in Section 9 of Chapter 7.

Recognizing the fact that our application of the method of analytic continuation will carry us speedily into the neighborhood of the pole, where the error increases rapidly, we shall illustrate the essential power of the method by applying it to this unfavorable case.

We shall assume that $\Delta x = 0.01$, but in the approximations [(7), Section 4] of $y$ and $y'$ we shall let $n = 4$. That is to say, our approximations of the two functions are made respectively with quartic and cubic polynomials. To obtain the explicit expansions we first compute

$$y^{(3)} = f_3(P) = 12yy', \quad y^{(4)} = f_4(P) = 12(6y^2 + y'^2). \quad (2)$$

From these values we then obtain the following approximating equations:

$$y_{i+1} = y_i + y'_{i} 10^{-2} + (3y'^2)10^{-4} + (2yy')10^{-6} + \left(3y^2 + \frac{1}{2} y'^2\right)10^{-8}, \quad (3)$$

$$y'_{i+1} = y'_{i} + (6y'^2)10^{-2} + (6yy')10^{-4} + (12y^2 + 2y'^2)10^{-8}. \quad (4)$$

The first iteration yields the values: $y_1 = 1.00030003$ and $y'_1 = 0.060012$, both of which are correct to the places indicated. The values obtained through 100 iterations are given in the table in Section 9 of Chapter 7.

Since the computation into the neighborhood of a polar singularity places a great strain upon the method, it is instructive to ascertain with some precision just what accuracy has been attained. For $x = 1$ it is possible to obtain an accurate value of $y$ from formula (4) of Section 7, Chapter 7, since, for the boundary values assumed above, we know that $h = 1/7$ and $x_1 = 1.2143254$, correct to the last figure. We thus find that $y$ has the value 21.7711 and $y'$ the value 203.181 at $x = 1$, these approximations being correct to the last figure. We now compare these values with those obtained by the method just used after 100 iterations, that is, $y = 21.7444$ and $y' = 202.8241$. The errors are thus seen to be respectively $2.7 \times 10^{-2}$ and $3.7 \times 10^{-1}$.

It is not usually possible to obtain a precise value for the error of the approximations of $y(x)$ and $y'(x)$ after $m$ iterations, since there is always a small error in the initial conditions for each iteration. But if $E_m$ and $E'_m$ are respectively the absolute values of the errors in $y$
and $y'$ after $m$ iterations, then these values will usually satisfy the following inequalities:

\[ mR \leq E_m \leq mS, \]
\[ mR' \leq E'_m \leq mS', \]

where $R$ and $R'$ are the quantities defined in Section 4, corresponding to derivatives of order $n+1$ and $S$ and $S'$ are similar values corresponding to derivatives of order $n$. The assumption is made that $S > R$ and $S' > R'$.

Thus, in the problem of this section, $n = 4$, from which we have

\[ y^{(4)}/4! = \left(3y^3 + \frac{1}{2} y'^2\right), \quad y^{(5)}/5! = 3y^2y'. \]

Substituting the maximum observed values, namely, $y = 21.7444$ and $y' = 202.8241$, in these formulas, we obtain

\[ y^{(4)}/4! = 92543.32, \quad y^{(5)}/5! = 287697.20. \]

Computing $R$ and $S$ for $m = 100$, $\Delta x = 0.01$, we obtain the following inequality:

\[ 2.88 \times 10^{-3} < E < 9.25 \times 10^{-2}, \]

which is quite satisfactory.

The estimate for the error of the derivative is not as good, but is clearly conservative, since we find

\[ 1.44 < E' < 37.0. \]

7. The Numerical Evaluation of the First Painlevé Transcendent

The first Painlevé equation, which has been described at some length in Chapter 8, is a natural generalization of the equation discussed in Section 6. From its form,

\[ \frac{d^2y}{dx^2} = 6y^2 + \lambda x, \]

we see that the elliptic equation is the special case $\lambda = 0$.

The numerical solution of this equation is readily attained by means of the method of continuous analytic continuation. From the table of derivatives given in Appendix 3, we obtain the following Taylor's series to five terms:

\[ y = y_0 + y_0 \Delta x + \left(3y_0^3 + \frac{1}{2} \lambda x_0\right)(\Delta x)^2 + \left(2y_0y_0' + \frac{1}{6} \lambda\right)(\Delta x)^3 + \left(3y_0^2 + \frac{1}{2} \lambda x_0y_0 + \frac{1}{2} y_0'^2\right)(\Delta x)^4 + R, \quad \Delta x = x - x_0, \]
where we write

\[ R = \frac{1}{10} (30y^2y' + \lambda y + 3\lambda x_0 y') (\Delta x)^5, \quad x_0 = x_0 + \theta \Delta x, \quad 0 < \theta < 1. \]

Similarly, for the computation of \( y' \), we have

\[
y' = y' + (6y^2 + \lambda x_0) \Delta x + \left( \frac{6y_0 y' + \frac{1}{2} \lambda}{2} \right) (\Delta x)^2
\]
\[ + (12y_0^2 + 2\lambda x_0 y_0 + 2y_0^2) (\Delta x)^3 + R', \quad (3) \]

where \( R' = 5R/\Delta x \).

In the actual computation \( \Delta x \) was set equal to 0.01. Thus, denoting the successive values of \( y \) and \( y' \) respectively by \( y_i \) and \( y'_i \), we obtain as approximating equations the following:

\[
y_{i+1} = y_i + y_i 10^{-2} + \left( 3y_i^2 + \frac{1}{2} \lambda x_i \right) 10^{-4} + \left( 2y_i y_i' + \frac{1}{6} \lambda \right) 10^{-6}
\]
\[ + \left( 3y_i^2 + \frac{1}{2} \lambda x_i y_i' + \frac{1}{2} y_i'^2 \right) 10^{-8}, \quad (4) \]

\[
y_{i+1} = y_i + (6y_i^2 + \lambda x_i) 10^{-2} + \left( 6y_i y_i' + \frac{1}{2} \lambda \right) 10^{-4}
\]
\[ + (12y_i^3 + 2\lambda x_i y_i + 2y_i^2) 10^{-6}. \quad (5) \]

Beginning with the initial values: \( y_0 = 1, \ y'_0 = 0, \ x_0 = 0 \), values of \( y_i \) and \( y'_i \) have been computed for \( \lambda = 1, 2, 3, 4, 5 \) over the range between \(-1.00 \) and \(+1.00 \), except in the immediate vicinity of \(+1.00 \), where the growth of \( y \) and \( y' \) is very rapid. These values have been recorded in Table 1 in the Appendix. The graphical representation of the solution has been given in Chapter 8.

The errors in the approximation have been estimated at \( x=0.50 \) and found to be less than \( 4 \times 10^{-7} \) and \( 2 \times 10^{-4} \) respectively for \( y \) and \( y' \). Five-figure values are given for \( y \) and \( y' \) to \( x=\pm 0.50 \), but from this point to \( \pm 0.80 \) four-figure values are given for \( y' \). Thereafter the approximation for \( y \) is reduced to four figures and for \( y' \) to three figures.

A direct check on the approximations is difficult, since there is no alternative way to compute the values of the function and its derivative in the upper part of the range. But for \( x=0.1, \ \lambda=5 \), the Taylor's series converges sufficiently fast to permit a 9-decimal approximation. Thus we find the value: \( y = 1.03114 \ 1446 \), correct to the last place. By the method of analytic continuation through ten iterations we obtain: \( y = 1.03114 \ 1419 \). The error is thus \( 3.7 \times 10^{-8} \).
By means of the method described in the preceding section we find that the error, $E$, has the following bounds:

$$2.44 \times 10^{-3} < E < 3.86 \times 10^{-7},$$

which is quite satisfactory.

8. The Numerical Evaluation of the Second Painlevé Transcendent

The equation defining the second Painlevé transcendent, referring to Chapter 8, is the following:

$$\frac{d^2y}{dx^2} = 2y^3 + xy + \mu. \quad (1)$$

From the table of derivatives given in Appendix 4 we obtain the following Taylor's series to five terms:

$$y = y_0 + y'_0 \Delta x + \left( y_0^3 + \frac{1}{2} x_0 y_0 + \frac{1}{2} \mu \right) (\Delta x)^2 + \left( y'_0 y'_0 + \frac{1}{6} x_0 y'_0 + \frac{1}{6} y_0 \right) (\Delta x)^3$$

$$+ \frac{1}{24} \left[ (2y_0^3 + x_0 y_0 + \mu)(6y_0^2 + x_0) + 12y_0 y'_0^2 + 2y'_0 \right] (\Delta x)^4 + R, \quad \Delta x = x - x_0, \quad (2)$$

where we write

$$R = \frac{1}{120} \left[ 12y'_0^3 + (2y_0^3 + x_0 y_0 + \mu)(36y_0 y'_0 + 3) \right.$$

$$+ (6y'_0 y'_0 + x_0 y'_0 + y_0) (6y_0^2 + x_0) \Delta x^4, \quad (3)$$

in which $x_a = x_0 + \theta \Delta x, \quad 0 < \theta < 1.$

Similarly, for the computation of $y'$, we have

$$y' = y'_0 + (2y_0^3 + x_0 y_0 + \mu) \Delta x + \left( 3y_0 y'_0 + \frac{1}{2} x_0 y'_0 + \frac{1}{2} y_0 \right) (\Delta x)^2$$

$$+ \frac{1}{6} \left[ (2y_0^3 + x_0 y_0 + \mu)(6y_0^2 + x_0) + 12y_0 y'_0^2 + 2y'_0 \right] (\Delta x)^3 + R', \quad (4)$$

where $R' = 5R/\Delta x$.

Beginning with an initial set of values, $x_0, y_0, y'_0$, we now compute successive values of $y$ and $y'$, where in the actual computation $\Delta x$ was set equal to 0.01. Thus, denoting the successive values of $y$ and $y'$ respectively by $y_i$ and $y'_i$, we obtain as approximating equations the following:

$$y_{i+1} = y_i + y'_i (10)^{-2} + \left( y'_0 + \frac{1}{2} x_i y'_i + \frac{1}{2} \mu \right) (10)^{-4} + \left( y'_0 y'_0 + \frac{1}{6} x_i y'_i + \frac{1}{6} y_i \right) (10)^{-6}$$

$$+ \frac{1}{24} \left[ (2y'_0^3 + x_i y'_i + \mu)(6y'_0^2 + x_i) + 12y'_0 y'_0^2 + 2y'_0 \right] (10)^{-8}, \quad (5)$$
\[ y'_{i+1} = y_i + (2y_i^3 + x_iy_i + \mu)(10)^{-2} + \left( 3y_i^2y'_i + \frac{1}{2} x_iy'_i + \frac{1}{2} y_i \right)(10)^{-4} + \frac{1}{6} (2y_i^3 + x_iy_i + \mu) (6y_i^3 + x_i) + 12y_iy_i^2 + 2y_i^3)(10)^{-6}. \]

Beginning with the initial values: \( x_0 = 0, \ y_0 = 1, \ y'_0 = 0 \), computations were made of \( y \) and \( y' \) over the range between \( x = -1.00 \) and \( x = +1.00 \) at intervals of 0.01 corresponding to \( \mu = 0, 1, 2, 3, 4, 5 \). As in the case of the first Painlevé functions, it was found necessary to limit the range for a few values near both ends of the interval, where \( y \) and \( y' \) become unusually large. Graphs are given in Chapter 8.

A direct estimate of the errors in the approximation was made by means of a Taylor's expansion about the origin. For \( x = 0.20 \), after 20 iterations, the value obtained by analytical continuation corresponding to \( \mu = 5 \) was 1.14439 6449 and by the Taylor's series was 1.14439 65698. Hence, the error was \( 1.2 \times 10^{-7} \).

If we compute the bounding errors as described in Section 6, we obtain for the limits of the theoretical error \( E \) the following inequality:

\[ 9.4 \times 10^{-9} \leq E \leq 8.9 \times 10^{-7}, \]

which is in agreement with what has just been observed.

The value of \( y \) for \( \mu = 5 \) was computed at \( x = 0.40 \) by using terms to \( x^{10} \) in the Taylor's series. The resulting estimate, correct only to five decimal places, was found to be in agreement to this order of approximation with the value obtained by continuous analytic continuation.

In Table 2 in the Appendix the values of \( y \) and \( y' \) are given to four decimal places between \( x = 0.00 \) and \( x = 0.50 \). Thereafter, to \( x = 0.80 \), the values of \( y' \) are reduced to four significant figures. Beyond \( x = 0.80 \) the values of \( y \) are reduced to four significant figures and those of \( y' \) to three significant figures.

9. The Analytic Continuation of the Van der Pol Equation

It will be useful to express the Van der Pol equation (see Section 2, Chapter 7), that is,

\[ \frac{d^2y}{dx^2} - \varepsilon (1 - y^2) \frac{dy}{dx} + ay = 0, \]

in the form of a continuous analytic continuation.
The third and fourth derivatives of \( y \), expressed in terms of \( y \) and \( y' \), are found to be the following:

\[
y^{(3)} = a \varepsilon (-y + y^3) + (\varepsilon^2 - a - 2\varepsilon^2 y^2 + \varepsilon^2 y^4) y' - 2\varepsilon y y'^2,
\]

\[
y^{(4)} = a (a - \varepsilon^3) y + 2a \varepsilon^2 y^3 - a \varepsilon^2 y^5 + \varepsilon (\varepsilon^2 - 2a + (8a - 3\varepsilon^2) y^2 + 3\varepsilon^2 y^4 - \varepsilon^2 y^6) y' + 6\varepsilon (-y + y^3) y'^2 - 2\varepsilon y y'^4.
\]

Denoting by \( y_i \) and \( y_i' \) the successive values of \( y \) and \( y' \) corresponding to an increment \( \Delta x \), we obtain the following iterative equations for the analytic continuation of equation (1):

\[
y_{i+1} = y_i + y_i' \Delta x + \frac{1}{2} \left[ -a y_i + \varepsilon (1 - y_i^3) y_i' \right] (\Delta x)^2
\]

\[
+ \frac{1}{6} \left[ a \varepsilon (-y_i + y_i^3) - [a - \varepsilon^2 (1 - y_i^3)] y_i - 2\varepsilon y_i y_i'^2 \right] (\Delta x)^3
\]

\[
+ \frac{1}{24} \left[ a (a - \varepsilon^3) y_i + 2a \varepsilon^2 y_i^3 - a \varepsilon^2 y_i^5 + [2a \varepsilon (-1 + 4y_i^3) + \varepsilon^3 (1 - y_i^3)] y_i' + 8\varepsilon (-y_i + y_i^3) y_i'^2 - 2\varepsilon y_i y_i'^4 \right] (\Delta x)^4 + R;
\]

\[
y_{i+1}' = y_i' + [-a y_i + \varepsilon (1 - y_i^3) y_i'] \Delta x + \frac{1}{2} \left[ a \varepsilon (-y_i + y_i^3) - [a - \varepsilon^2 (1 - y_i^3)] y_i - 2\varepsilon y_i y_i'^2 \right] (\Delta x)^3
\]

\[
+ \frac{1}{6} \left[ a (a - \varepsilon^3) y_i + 2a \varepsilon^2 y_i^3 - a \varepsilon^2 y_i^5 + [2a \varepsilon (-1 + 4y_i^3) + \varepsilon^3 (1 - y_i^3)] y_i' + 8\varepsilon (-y_i + y_i^3) y_i'^2 - 2\varepsilon y_i y_i'^4 \right] (\Delta x)^4 + R'.
\]

10. The Analytic Continuation of Volterra's Equation

In Section 4 of Chapter 5 Volterra’s equation has been given in the following form:

\[
y \frac{d^2 y}{dx^2} = \left( \frac{dy}{dx} \right)^2 + c (-y + y^3) \frac{dy}{dx} + ac (y^2 - y^3)\).
\]

In order to obtain the analytic continuation for this equation, we first compute the third and fourth derivatives of \( y \) as follows:

\[
y^{(3)} = -a c^2 y (1 - y)^2 + \left[ (3 a c + c^2) - (4 a c + 2 c^2) y + c^2 y^3 \right] y'
\]

\[
+ \left( -3 c + 4 c y \right) y'^2 / y + y'^3 / y^2,
\]

\[
y^{(4)} = a^2 c^2 y (1 - y) (3 - 4 y) + a c^2 y (1 - y)^3 + \left[ -5 a c^2 (1 - y) (2 - 3 y) - c^3 (1 - y)^3 \right] y' + \left[ (6 a c + 7 c^2) - (11 a c + 18 c^2) y + 11 c^2 y^2 \right] y'^2 / y
\]

\[
+ (11 c y - 6 c) y'^3 / y^2 + y'^4 / y^3.
\]
Denoting by \( y_i \) and \( y'_i \) the successive values of \( y \) and \( y' \) corresponding to an increment \( \Delta x \), we obtain the following iterative equations for the analytical continuation of (1):

\[
y_{i+1} = y_i + y'_i \Delta x + \frac{1}{2} \left[ acy_i(1-y_i) - c(1-y_i)y'_i + y_i^2/y_i \right] (\Delta x)^2
\]

\[
+ \frac{1}{6} \left[ -ac^2y_i(1-y_i)^2 + [(3ac + c^2) - (4ac + 2c^2)y_i + c^2y_i^2]y'_i
\]

\[
+ c(-3 + 4y_i)y_i^2/y_i + y_i^3/y_i^2 \right] (\Delta x)^3 + \frac{1}{24} \left[ a^2c^2y_i(1-y_i)(3-4y_i)
\]

\[
+ ac^2y_i(1-y_i)^3 + [-5ac^2(1-y_i)(2-3y_i) - c^3(1-y_i)^3]y'_i
\]

\[
+ [(6ac + 7c^2) - (11ac + 18c^2)y_i + 11c^2y_i^2]y_i^2/y_i + (11cy_i - 6c)y_i^3/y_i^2
\]

\[
+ y'_i/y_i^2 (\Delta x)^4 + R;
\] (4)

\[
y'_{i+1} = y'_{i} + [acy_i(1-y_i) - c(1-y_i)y'_i + y_i^2/y_i] \Delta x + \frac{1}{2} \left[ -ac^2y_i(1-y_i)^2
\]

\[
+ [(3ac + c^2) - (4ac + 2c^2)y_i + c^2y_i^2]y'_i + c(-3 + 4y_i)y_i^2/y_i
\]

\[
+ y_i^3/y_i^2 \right] (\Delta x)^2 + \frac{1}{6} \left[ a^2c^2y_i(1-y_i)(3-4y_i) + ac^2y_i(1-y_i)^3
\]

\[
+ [-5ac^2(1-y_i)(2-3y_i) - c^3(1-y_i)^3]y'_i + [(6ac + 7c^2)
\]

\[-11ac + 18c^2)y_i + 11c^2y_i^2]y_i^2/y_i + (11cy_i - 6c)y_i^3/y_i^2 + y'_i/y_i^2 \right] (\Delta x)^3 + R'.
\] (5)

Values of \( y \) and \( y' \) have been computed by means of these formulas for \( a=2 \), \( c=1 \), with boundary conditions \( y(0) = 1 \), \( y'(0) = -4 \), from \( x=0.00 \) to \( x=6.00 \). These are recorded in Table IV of the Appendix.

11. The Technique of Continuous Analytic Continuation Around a Singular Point

Although the usual application of continuous analytic continuation will be to integrations along the real axis, the need occasionally arises to extend the method to a path in the complex plane. The general considerations involved in this have been given in Section 4; but one may be puzzled to know more specifically how such a continuation is to be accomplished. In order to explain the technique we shall confine ourselves to an example, which has already been described in Section 13 of Chapter 8.
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The Painlevé transcendent defined by the equation
\[ y'' = 6y^2 + \lambda y, \quad y(0) = 1, \quad y'(0) = 0, \quad (1) \]
has a polar singularity (when \( \lambda = 1 \)), at \( x_1 = 1.2068 \). The problem is to continue analytically the solution from the origin to some point \( x_0 \) lying between 0 and \( x_1 \), then into the plane of the complex variable, and finally back again to a second point \( X \) on the real axis beyond \( x_1 \).

While almost any continuous curve can be used as the path of integration, it has been found most convenient to employ a path constructed from linear segments parallel respectively to the imaginary axis or the axis of reals. One then begins with the following iterative equations:
\[
y_{i+1} = y_i + y'_i \Delta x + \left(3y_i^2 + \frac{1}{2}\lambda x_i \right) (\Delta x)^2 + \left(2y_i y'_i + \frac{1}{6}\lambda \right) (\Delta x)^3
\]
\[
+ \left(3y_i^2 + \frac{1}{2}\lambda x_i y_i + \frac{1}{2}y_i^3 \right) (\Delta x)^4,
\]
\[
y'_{i+1} = y'_i + (6y_i^2 + \lambda x_i) \Delta x + \left(6y_i y'_i + \frac{1}{2}\lambda \right) (\Delta x)^2
\]
\[
+ (12y_i^3 + 2\lambda x_i y_i + 2y_i^2) (\Delta x)^3.
\]
We now introduce the following complex values:
\[ y = u + jv, \quad y' = u' + jv', \quad x = w + jz, \quad \Delta x = \Delta w + j\Delta z, \quad j = \sqrt{-1}. \quad (3) \]

These quantities are now substituted into system (2) and the real and imaginary expressions thus obtained form separate iterations. Employing for simplicity the abbreviations: \( \Delta w = \Delta, \quad \Delta z = \delta \), we obtain, after a tedious calculation, the following iterative system:
\[
u_{i+1} = u_i + (u_i \Delta - v_i \delta) + \left(3u_i^2 - 3v_i^3 + \frac{1}{2}\lambda w_i \right) (\Delta^2 - \delta^2) - (12u_i v_i + \lambda z_i) \Delta \delta
\]
\[
+ \left(2u_i u'_i - 2v_i v'_i + \frac{1}{6}\lambda \right) (3\Delta^3 - 3\Delta \delta^2) - (u_i v_i + u'_i v'_i) (3\Delta^3 - \delta^3)
\]
\[
+ \left[3u_i^2 - 9u_i v_i^2 + \frac{1}{2}\lambda (u_i w_i - z_i v_i) + \frac{1}{2}u_i^2 - \frac{1}{2}v_i^2 \right] (\Delta^4 - 6\Delta^2 \delta^2 + \delta^4)
\]
\[
- [36u_i^2 v_i - 12u_i^3 + 2\lambda (u_i z_i + w_i v_i) + 4u_i v'_i] (\Delta^3 - \delta - \delta^3);
\]
\[
v_{i+1} = v_i + (v_i \Delta + u_i \delta) + \left(6u_i v_i + \frac{1}{2}\lambda z_i \right) (\Delta^2 - \delta^2) + (6u_i^3 - 6v_i^3 + \lambda w_i) \Delta \delta
\]
\[
+ \left(2u_i u'_i - 2v_i v'_i + \frac{1}{6}\lambda \right) (3\Delta^2 \delta - \delta^3) + (u_i v_i + u'_i v'_i) (\Delta^3 - 3\Delta \delta^2)
\]
\[
+ [12u_i^3 - 36u_i v_i^3 + 2\lambda (u_i w_i - z_i v_i) + 2u_i^2 - 2v_i^2] (\Delta^3 - \Delta \delta^3)
\]
\[
+ \left(9u_i^2 v_i - 3v_i^3 + \frac{1}{2}\lambda (u_i z_i + w_i v_i) + u' v' \right) (\Delta^4 - 6\Delta^2 \delta^2 + \delta^4);
\]
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\[ u'_{i+1} = u'_{i} + (6u'_{i} - 6v'_{i} + \lambda w_{i}) \Delta - (12u_{i}v_{i} + \lambda z_{i}) \delta \]
\[ + \left( 6u_{i}u'_{i} - 6v_{i}v'_{i} + \frac{1}{2} \lambda \right) (\Delta^2 - \delta^2) - (6u_{i}v_{i} + 6u'_{i}v'_{i}) \Delta \delta \]
\[ + [12u_{i}^2 - 36u_{i}v_{i}^2 + 2\lambda (u_{i}w_{i} - z_{i}v_{i}) + 2u_{i}^2 - 2v_{i}^2] (\Delta^3 - 3\Delta \delta^2) \]
\[ - [36u_{i}^2v_{i} - 12u_{i}^3 + 2\lambda (u_{i}z_{i} + w_{i}v_{i}) + 4u_{i}v_{i}^3] (3\Delta^2 \delta - \delta^3) \]

\[ v'_{i+1} = v'_{i} + (6u'_{i} - 6v'_{i} + \lambda w_{i}) \delta + (12u_{i}v_{i} + \lambda z_{i}) \Delta \]
\[ + (12u_{i}u'_{i} - 12v_{i}v'_{i} - \lambda) \delta + (3u_{i}v_{i}^3 + 3u'_{i}v'_{i}) (\Delta^2 - \delta^2) \]
\[ + [12u_{i}^2 - 36u_{i}v_{i}^2 + 2\lambda (u_{i}w_{i} - z_{i}v_{i}) + 2u_{i}^2 - 2v_{i}^2] (3\Delta^2 \delta - \delta^3) \]
\[ + [36u_{i}^2v_{i} - 12u_{i}^3 + 2\lambda (u_{i}z_{i} + w_{i}v_{i}) + 4u_{i}v_{i}^3] (3\Delta^3 - 3\Delta \delta^2) \]

We now apply this iterative scheme to the path illustrated in Figure 5. Along the segment AB, with increments equal to 0.01, we have \( z_{i} = 0, w_{i} = i \times 10^{-2}, \Delta = 10^{-2}, \delta = 0, v_{i} = v'_{i} = 0 \). The initial values for \( u \) are \( u_{0} = 1, u'_{0} = 0 \). This computation has already been described in Section 7 and the values are recorded in Table 1 in the Appendix. From this table we find for the terminal values of \( u \) at B the following: \( u = 2.0226, u' = 5.4606 \).
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We now integrate along the path (BC) where we have the values: \( z_{i} = i \times 10^{-2}, \quad w_{i} = 0.5, \quad \Delta = 0, \quad \delta = 10^{-2}, \quad v_{0} = v'_{0} = 0 \). The variation in this path is shown graphically in Figure 6. At the point C we have the following terminal values:

\( u = 0.3289, \quad u' = -0.7011, \quad v = 1.2119, \quad v' = 3.4670 \).

The next integration is along the segment (CD) where we have the values: \( z_{i} = 0.5, \quad w_{i} = 0.5 + i \times 10^{-2}, \quad \Delta = 10^{-2}, \quad \delta = 0 \). The terminal values for the path (BC) now become the initial values for this inte-
The variations in \( u \) and \( v \) are shown in Figure 6. At the point \( D \) we obtain the following terminal values:

\[
\begin{align*}
u &= -1.4147, \quad \nu' = 9.9821, \\
v &= -2.7136, \quad \nu' = 0.0155.
\end{align*}
\]

The final integration is along the path \( (DE) \) where we have the values: \( z_i = -i \times 10^{-2}, \quad w_i = 1.5, \quad \Delta = 0, \quad \delta = -10^{-2} \). The terminal values for the segment \( (CD) \) are the initial values for this computation. The variations of \( u \) and \( v \) are shown in Figure 6. At the point \( E \) we have the final terminal values:

\[
\begin{align*}
u &= 11.7796, \quad \nu' = -79.5588, \\
v &= 0.1152, \quad \nu' = 0.5880.
\end{align*}
\]

The magnitude of the error in this computation is measured by the final values of \( v \) and \( \nu' \), both of which should be zero. But when the values of \( u \) and \( \nu' \) are compared with those previously obtained by the method of "pole-vaulting" (Section 13, Chapter 8), respectively 11.62 and \(-79.46\), the agreement is seen to be quite satisfactory.
Chapter 10

The Phase Plane and Its Phenomena

1. Introduction

Physical phenomena to the interpretation of which the theory of
differential equations has been so abundantly applied are often of an
oscillatory character. In many instances the observed oscillation is
nearly periodic, and hence its mathematical description may differ
little from an appropriate sum of sine and cosine terms. The astron-
omers were pioneers in the investigation of such oscillatory phenomena
and it is not an exaggeration to say that much of our current knowl-
dge of nonlinear equations had its origin in the difficulties of celestial
mechanics.

Fortunately for astronomy, and also for those who dwell upon the
surface of the earth, the solar system is dominated by a single massive
object which contains 99.87 percent of the entire known matter within
the effective reach of its gravitational influence. This lucky circum-
stance provided nearly elliptical orbits and almost periodic motions
for the observation and study of the early astronomers. But it is
also true that the existence of a single massive planet, Jupiter, with
more than 70 percent of the total planetary mass of the system, has
been the source of trouble with its strong perturbing effect upon the
other planets. In order to take account of the influence of Jupiter,
as well as that of the other members of the system, the astronomers
were forced to make long and difficult computations in order to obtain
satisfactory approximations of the solutions of the essentially non-
linear system of equations involved. But since the paths were nearly
elliptical and the motions almost periodic the difficulties were not
insuperable.

Closely associated with the problem of oscillation is that of sta-
bility. Poincaré’s classical studies in the field of nonlinear equations
originated in his investigation of stability conditions associated with
the trajectories defined by the equations of celestial mechanics. The
question of whether or not the solar system itself is a stable configura-
tion resolves itself into the question of whether or not the nearly
periodic motions of the planets can be described by a convergent
series of periodic functions. Since the equations of the problem of
three bodies cannot be integrated in terms of the elementary functions,
the problem of the stability of the planetary system cannot be solved
by an examination of an explicit solution. Poincaré and others
attempted to find methods by means of which the problems of sta-
bility could be answered by an implicit study of the defining diffe-
rential equations.

2. The Phase Plane and Limit Cycles

Applied problems not infrequently appear in the following form:

\[
\frac{dy}{dt} = P(x,y), \quad \frac{dx}{dt} = Q(x,y),
\]  

(1)

where \( P(x,y) \) and \( Q(x,y) \) are functions which share some common
domain of the \( x,y \)-plane.

If the first equation is divided by the second, we obtain the follow-
ing differential equation of first order:

\[
\frac{dy}{dx} = \frac{P(x,y)}{Q(x,y)},
\]  

(2)

which we shall assume has a solution conveniently written as follows:

\[
f(x,y) = 0.
\]  

(3)

But it is also possible to attain this solution in another way. Di-
ferentiating the first equation in (1), we have three equations in the
variables \( x \) and \( dx/dt \), from which, in theory at least, we can obtain
an equation of second order in \( y \) which is independent of \( x \) and \( dx/dt \).
The solution of this equation we shall denote by: \( y = y(t) \). Proceed-
similarly with the second equation in (1), we ultimately obtain another
function: \( x = x(t) \). The pair of equations:

\[
x = x(t), \quad y = y(t)
\]  

(4)

are the parametric equivalent of the solution given by (3).

It is customary to speak of the function \( f(x,y) = 0 \) as a function in
the phase plane, that is to say, the plane of the variables \( x, y \). Since
the function contains an arbitrary constant, its graphical representa-
tion will be a series of curves in the phase plane. These are called
phase trajectories.

It is possible to extend this idea in various ways. Let us, for
example, consider the following differential equation of second order:

\[
\frac{d^2x}{dt^2} = F(t,x,x'),
\]  

(5)
which we can write as the following system:

$$\frac{dx}{dt} = y, \quad \frac{dy}{dt} = F(t,x,y).$$  \(6\)

The solution of this system can then be written as the pair of equations given by (4), which are now the parametric representation of a function \(f(x,y) = 0\). In this simple manner we have associated with (5) a phase plane and a set of phase trajectories.

It is also possible to generalize to more variables. To do this we replace (1) by the system:

$$\frac{dx}{dt} = P(x,y,z), \quad \frac{dy}{dt} = Q(x,y,z), \quad \frac{dz}{dt} = R(x,y,z).$$  \(7\)

The parametric solution:

$$x = x(t), \quad y = y(t), \quad z = z(t),$$  \(8\)

now represents a two-parameter set of curves in a phase space of three dimensions.

Returning now to equations (4), let us assume that the functions are defined as \(t\) varies from \(-\infty\) to \(+\infty\). A curve is thus traced which may be a complex configuration, such as those shown in Figure 1. The arrows show the direction in which the point \(P = (x,y)\) describes the trajectory.
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In the first curve (a) the point \(P\) approaches the origin as a limit, as \(t\) varies continuously from \(-\infty\) to \(+\infty\). This limit is called a **focal point** and the motion is characterized as **stable**.

In the second figure (b) we observe a different phenomenon. The trajectories are observed to approach asymptotically a fixed curve \(C\). This curve is called a **limit cycle**. Trajectories of this type were observed by Poincaré and others and have been the object of much study. As one may intuitively infer, the functions defined by (4)
will approach limiting forms which are periodic. Since the direction of the arrows shows that the point $P$ is approaching the limit cycle, the motion is stable. If, however, the arrows pointed outward, then the motion would be unstable outside of the limit cycle and would approach the origin as a contracting spiral inside of the cycle.

The third figure (c) represents an unstable motion about the origin, since the trajectories are all hyperbolic curves which approach the origin, but then depart from it. The origin is called a saddle point. The significance of this term will be explained later. The most interesting feature of the figure is found in the curves $AA'$ and $BB'$, toward which the trajectories move asymptotically. Since they separate the plane into regions which contain different motions, each curve is called a separatrix.

Since our interest in this chapter will be largely that of the phenomena associated with oscillatory solutions of differential equations, our attention is focused upon the problem of the existence of limit cycles in the phase plane. When such a cycle exists, then the solutions of the differential equation, although they may not be periodic, will approach periodicity. Hence the subject of limit cycles and that of periodic functions are closely related.

Earlier in the book we examined certain differential equations which had periodic solutions. One of these was the equation of the simple pendulum,

$$\frac{d^2y}{dt^2} + n^2 \sin y = 0, \quad (9)$$

and its approximation,

$$\frac{d^2y}{dt^2} + n^2 y - \frac{n^2}{6} y^3 = 0. \quad (10)$$

A more complicated example was found in Volterra's equation:

$$y \frac{d^2y}{dt^2} = \left(\frac{dy}{dt}\right)^2 - acy^2 - cy \frac{dy}{dt} + cy^2 \frac{dy}{dt} - acy^3. \quad (11)$$

Another equation which will interest us, both for its comparative simplicity, the extensive attention which has been given to it, and the limit cycle to which its solutions are asymptotic, is that of Van der Pol,

$$\frac{d^2y}{dt^2} - \epsilon(1 - y^2) \frac{dy}{dt} + ay = 0. \quad (12)$$

The connection between this equation and the earlier one of Lord Rayleigh has already been discussed in Chapter 7. In a later chapter it will be shown that its solutions are oscillatory and that they approach periodicity as $t$ increases.
It is interesting to observe that of the four equations just given only the first has a harmonic term in $y$. In the coefficients of none of them does the independent variable appear explicitly, which means that their solutions can be written in the form: $y = f(t+p)$, where $p$ is an arbitrary constant.

It is instructive also to consider the physical systems which led to the equations and the reasons for the existence of periodic, or quasi-periodic, solutions. In the problem of the pendulum, from which we derived equations (9) and (10), the assumption was made that there was no frictional coefficient present, which, of course, is a situation never met in the physical world. Every clock runs at the expense of an energy input. The solutions of (9) and (10) are periodic, but this is by virtue of a false assumption. Realism can be restored, however, by the addition of a resistance factor to the left-hand member and a force function to the right-hand member. Thus, equation (10) could be written:

$$\frac{d^2y}{dt^2} + \frac{k}{m}\frac{dy}{dt} + \frac{n^2y - \frac{n^2}{6}y^3}{\omega^2} = f \cos \omega t.$$  

(13)

This is Duffing's equation, to which reference has been made in Chapter 7. Its solution presents many difficulties, which are complicated by the fact that an explicit function of $t$ appears in the equation. Its solution will be discussed at some length in a later chapter.

Equation (11) has already been examined extensively in Chapter 4. It describes the variations in the numbers of a population which is in conflict with the members of a second population. As we have seen, there exists a periodic solution of the equation. The population grows and decreases in a regular manner, which approximates a sinusoidal motion. It resembles the oscillations of a pendulum, but with this interesting difference, that the motion does not need to be sustained by any force function extrinsic to the conflicting populations. Equation (11) thus defines a function, which, like that describing the motion of the frictionless pendulum, is not subjected to a damping factor and thus maintains its sinusoidal character.

The fourth equation defines the current in an electrical circuit which contains a triode oscillator. The circuit, which we are about to describe, is sometimes referred to as a feed-back circuit and under certain conditions is capable of maintaining an oscillating current even though the driving potential is not itself an alternating electro-motive force (e.m.f.).

In Figure 2, $T$ is a triode vacuum tube, which contains a plate $P$ (the anode), a filament $F$ (the cathode), and a grid $G$. If $P$ is positively charged the resulting electric field in the tube causes a current to flow from the filament and the current is controlled by the grid
potential. It can be shown that the differential equation which describes the current $i$ is the following:

$$L \frac{di}{dt} + Ri + \frac{1}{C} \int i dt - M \frac{di_a}{dt} = E \sin \omega t,$$  \hspace{1cm} (14)

where $M$ is the mutual inductance and $L$, $R$, and $C$ respectively the inductance, resistance, and capacity of the circuit.

It is a matter of experimental observation that the grid current $i_a$ can be represented by a cubic polynomial of the form,

$$i_a = Au - Bu^3,$$  \hspace{1cm} (15)

where we have

$$u = k \int_0^t i dt.$$

If $i_a$, as given by (15), is now substituted in (14), we obtain the following equation:

$$L \frac{d^2u}{dt^2} - [(kMA - R) - 3MBkw^2] \frac{du}{dt} + \frac{1}{C} u = kE \sin \omega t.$$  \hspace{1cm} (16)

This equation can be simplified in appearance if we write,

$$\epsilon = (kMA - R)/L, \ \eta = 3MBk/L,$$  \hspace{1cm} (17)

from which we have

$$\frac{d^2u}{dt^2} - \epsilon \left(1 - \frac{\eta}{\epsilon} u^2\right) \frac{du}{dt} + \frac{1}{LC} u = \frac{kE}{L} \sin \omega t.$$  \hspace{1cm} (18)
Finally, if we write: \( y = (\eta/\epsilon)^{1/2} u \), equation (18) assumes the desired form:

\[
\frac{d^2 y}{dt^2} - \epsilon(1 - y^2) \frac{dy}{dt} + ay = E_0 \sin \omega t,
\]

(19)

where \( a = 1/LC \) and \( E_0 = kE(\eta/\epsilon)^{1/2}/L \).

In the study of the self-excited oscillations due to the feedback characteristics of the circuit, the alternating e.m.f. is set equal to zero and we have the Van der Pol equation (12). For this phenomenon it is necessary that \( \epsilon \) be positive, which leads to the condition from (8) that \( kMA > R \). The reason why the solution is oscillatory under this condition is readily seen from the equation. If \( y \) is initially zero, then the multiplier of \( dy/dt \) is negative and thus acts like a negative resistance. Hence \( y \) increases; but when \( y \) exceeds 1, the resistance becomes positive and the function diminishes. The oscillation is the result of these two opposing actions. In recent literature it has been customary to refer to such motions as relaxation oscillations, a term introduced by Von der Pol in 1926.

3. Phase Curves and Forcing Functions

Some of the complexities which we find in the phase trajectories associated with nonlinear differential equations can be illustrated by examples taken from the domain of linear differential equations, when these equations contain forcing functions. That such should be the case is readily seen from such a simple example as the following:

\[
\frac{dx}{dt} + x = v,
\]

(1)

where \( v \), the forcing function, is a solution of the equation

\[
\frac{dv}{dt} = v^2.
\]

(2)

If equation (1) is differentiated and \( v \) eliminated between the three equations, the following nonlinear equation of second order is obtained:

\[
x'' + x' - x^2 - 2xx' - x^2 = 0.
\]

(3)

Hence the complexities of the simple linear equation are actually those of the nonlinear equation (3).

Because of the relative simplicity of linear equations, it will be convenient to examine some of the phenomena of phase trajectories by the device which we have just illustrated.
Let us first consider the following equation:

\[ A \frac{d^2x}{dt^2} + B \frac{dx}{dt} + Cx = E \cos qt, \]  

which is familiar to everyone from its connection with various physical problems. In one of its most obvious applications it describes the charge \( x \) in a simple electric circuit containing an impressed alternating e.m.f. represented by the term: \( E \cos qt \).

The solution is readily found to be

\[ x(t) = Ke^{-at} \sin (\omega t + \phi) + L \cos (qt - \theta), \quad \omega \neq q, \]  

where \( K \) and \( p \) are arbitrary constants, and the other parameters are defined as follows:

\[ a = \frac{B}{2A}, \quad \omega = \frac{1}{2A} \sqrt{4AC - B^2}, \quad \tan \theta = \frac{Bq}{C - Aq^2}, \quad L = \frac{E}{\sqrt{(C - Aq^2)^2 + B^2q^2}}. \]  

The derivative of \( x(t) \), which we shall denote by \( y(t) \), is seen to be

\[ x'(t) = y(t) = Ke^{-at}[-a \sin(\omega t + \phi) + \omega \cos(\omega t + \phi)] - Lq \sin (qt - \theta). \]  

We shall now discuss the phase trajectories defined parametrically by the equations:

\[ x = x(t), \quad y = y(t). \]  

Several special cases are to be recognized as follows:

I. When \( a \) is positive and \( L = 0 \), the curve defined by (8) is a spiral, which approaches zero as a limit point as \( t \to \infty \). From the criteria established in Section 2, the motion would be described as stable.

II. When \( a \) is positive and \( L = 0 \), the curve is a spiral, which approaches the ellipse

\[ q^2x^2 + y^2 = q^2L^2, \]  

as its limit cycle. The motion is thus stable and ultimately becomes periodic.

III. When \( a = 0 \), \( L = 0 \), the curve is the ellipse

\[ \omega^2x^2 + y^2 = K^2\omega^2, \]  

The motion is thus stable and periodic.

IV. When \( a = 0 \), \( L \neq 0 \), the curve is given parametrically by the equations

\[ x = K \sin (\omega t + \phi) + L \cos (qt - \theta), \]
\[ y = K \omega \cos (\omega t + \phi) - Lq \sin (qt - \theta), \]  

(11)
provided \( \omega \neq q \). The curve is in general a complex configuration which lies within the rectangle

\[
-M \leq z \leq +M, \quad -N \leq y \leq +N,
\]

(12)

where we write: \( M = |K| + |L|, \quad N = |K \omega| + |Lq| \).

If \( \omega = kq \), where \( k \) is a rational fraction, the trajectory will be closed and the motion is periodic. The case where \( k \) is irrational will be discussed in the next section.

V. If \( a = 0, \quad E = 0 \), and \( \omega = q \), the solution given by (5) is replaced by the following:

\[
x(t) = K \sin (qt + p) + Qt \sin qt, \quad Q = \frac{1}{2} \sqrt{E^2/AC};
\]

(13)

from which we get for \( y(t) \):

\[
y(t) = K_{1} \cos (qt + p) + Q_{1}(\sin qt + q_{1} \cos qt).
\]

(14)

The solution of the original equation is now seen to be \textit{unstable}, since \( x(t) \) increases with \( t \). The phase trajectories for sufficiently large values of \( t \) are asymptotic to the curve defined parametrically by the equations:

\[
x = Qt \sin qt, \quad y = q_{1}Qt \cos qt.
\]

(15)

Since, for any fixed time \( t \), \( x \) and \( y \), given by (15), lie on the ellipse

\[
q^{2}x^{2} + y^{2} = q^{2}Q^{2}_{1},
\]

(16)

the phase trajectories are elliptical spirals, the axes of which increase linearly with \( t \). In this case, dynamical and electrical systems are said to exhibit \textit{resonance}.*

A few examples will serve to illustrate some of the cases described above:

*Example 1. Given the differential equation:

\[
\frac{d^2x}{dt^2} + 2\frac{dx}{dt} + (4\pi^2 + 1)x = E F(t),
\]

(17)

where \( F(t) = (3\pi^2 + 1) \cos \pi t - 2\pi \sin \pi t \), we shall discuss the motion which it defines.

*Solution: If we set \( E = 0 \), we have Case I above. The particular solution and its derivative, which correspond to the initial conditions: \( x = 0, y = x' = -2\pi \) at \( t = 0 \), are found to be the following:

\[
x = e^{-t} \sin 2\pi t, \quad y = e^{-t}(-\sin 2\pi t + 2\pi \cos 2\pi t).
\]

(18)

---

*By resonance we mean the phenomenon in which large vibrations are caused by small forces. Thus a large ship will sometimes roll heavily in a light sea, when the period of the waves is equal to the natural period of the ship. Similarly, a bridge may be badly damaged by a column of marching men. For a more extended account of this phenomenon see A. G. Webster: \textit{The Dynamics of Particles}. 3d ed., 1949, pp. 152-155, 175.
These are graphically represented in Figure 3. As \( t \to + \infty \), both functions tend to zero. The phase curve, \( x = x(t), y = y(t) \) is seen from Figure 4 to be a spiral which continuously approaches the focal point \((0,0)\). The motion is thus to be characterized as stable.

If we now assume that \( E = 1 \), which brings us to Case II, we find as a particular solution and its derivative the following functions:

\[
x = e^{-t} \sin 2\pi t + \cos \pi t, \quad y = e^{-t}(-\sin 2\pi t + 2\pi \cos 2\pi t) - \pi \sin \pi t.
\]  

(19)

In this case, as \( t \to + \infty \), \( x \to \cos \pi t \) and \( y \to -\pi \sin \pi t \), which means that the phase curve is asymptotic to the ellipse:

\[
\pi^2 x^2 + y^2 = \pi^2.
\]

(20)

The graphs of \( x = x(t) \) and \( y = y(t) \) are shown in Figure 5 and the phase curve in Figure 6. It is interesting to observe that the approach of the phase curve to its limiting ellipse is not uniformly an exterior one, since at one point it actually traverses the ellipse. But this is not actually an exceptional phenomenon, since we have already observed an example in the problem of pursuit when the path of the pursued was a circle. (See Figure 12, Chapter 5.)

![Figure 5](image)

In the example just given the boundary conditions for \( t = 0 \) are \( x = 1, y = 2\pi \). If these conditions are varied, more complicated phase curves may result. Thus, if we let \( x = 0, y = \frac{1}{2}(3\pi^2 + 1) \), when \( t = 0 \), the graphs of \( x(t) \) and \( y(t) \) shown in Figure 7 and that of the phase trajectory shown in Figure 8 were obtained. The graph of the forcing function, \( F(t) \), is also shown in Figure 7. These curves were made by an analogue computer. In constructing these graphs by this method
it was found convenient to replace equation (17) by the following equivalent system:

\[ \frac{d^2x}{dt^2} + 2 \frac{dx}{dt} + (4\pi^2 + 1)x = z, \quad \frac{d^2z}{dt^2} + \pi^2 z = 0, \quad (21) \]

where \( z(0) = (3\pi^2 + 1), \quad z'(0) = -2\pi^2. \)

If \( z \) is eliminated between the two equations, we obtain the following linear differential equation of fourth order satisfied by \( x \):

\[ \frac{d^4x}{dt^4} + 2 \frac{d^3x}{dt^3} + (5\pi^2 + 1) \frac{d^2x}{dt^2} + 2\pi^2 \frac{dx}{dt} + \pi^2(4\pi^2 + 1)x = 0. \quad (22) \]

**Example 2.** We shall now discuss the motion defined by the following equation:

\[ \frac{d^2x}{dt^2} + 4\pi^2x - 3\pi^2 \cos \pi t. \quad (23) \]

**Solution:** Corresponding to the initial conditions: \( x=1, \quad y=x'=2\pi, \) for \( t=0 \), the solution of this equation and its derivative are readily found to be:

\[ x = \sin 2\pi t + \cos \pi t, \quad y = 2\pi \cos 2\pi t - \pi \sin \pi t. \quad (24) \]
The graphs of $x=x(t)$ and $y=y(t)$ are shown in Figure 7. The phase trajectory is shown in Figure 9. It will be observed that both $x$ and $y$ are periodic functions of $t$ and thus the phase curve is closed. The motion may thus be described as a vortex motion. Although the origin of coordinates is not a limit point, the limit in the mean* (l.i.m.) of both $x$ and $y$ is zero. It is natural, therefore, to say that the vortex is about this point.

This example illustrates Case IV for the special condition that the periods of the forcing function and of the solution of the homogeneous equation are commensurable. When this condition is not satisfied the situation is very different. This case will be considered in the next section.

---

*The limit in the mean of a function $f(t)$ is defined as follows: l.i.m. $f(t) = \lim_{\lambda \to \infty} \frac{1}{2\lambda} \int_{-\lambda}^{\lambda} f(t) dt$. 
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If the right-hand member of equation (23) is set equal to zero, we have an example of Case III. The general solution is

$$x = A \sin 2\pi(t + \alpha),$$  \hspace{1cm} (25)

and the phase curve is the ellipse:

$$4\pi^2 x^2 + y^2 = A^2.$$  \hspace{1cm} (26)

The solution is thus a periodic function of $t$ and the motion in the phase-plane is a vortex motion.

*Example 3.* Given the differential equation

$$\frac{d^2x}{dt^2} + 4x = 4 \cos 2t,$$  \hspace{1cm} (27)

we shall discuss the motion which it defines.

*Solution:* We are now in the circumstances of Case V above, since $\omega = q = 2$. The solution and its derivative, which both vanish at $t = 0$, are seen to be the following:

$$x = t \sin 2t, \quad y = x' = 2t \cos 2t + \sin 2t.$$  \hspace{1cm} (28)
The graphs of $x = x(t)$ and $y = y(t)$ are shown in Figure 11 and the phase curve is given in Figure 12. The motion, which exhibits the effects of resonance in the system defined by the equation, is clearly an unstable one.

The surprising number of phenomena, which we have been able to exhibit by means of a simple linear differential equation of second order, is the result of the introduction of the force function $E \cos qt$. It will be found, however, that similar phenomena are discovered in the solution of nonlinear differential equations where such a force function is not explicitly observed.

As a result of the special analysis which we have given above, let us classify the solutions which we have examined. In cases I and V the motion is nonperiodic. But in the former it is stable, since the point $x = 0, y = 0$ is approached as $t \to \infty$, while it is unstable in the latter, since the phase trajectory expands indefinitely as $t$ increases.

In Case II the motion is nonperiodic, but it approaches a periodic solution asymptotically as $t$ increases. In this case the solution does not approach a limit point, but the motion has a limit cycle in the phase-space.

The only completely periodic motion was found in Cases III and IV, but in the latter only under certain special circumstances, when the natural period of the solution of the homogeneous equation is commensurate with the period of the forcing function.

It is thus apparent that periodic motion must be regarded generally as a very special kind of motion. Periodicity cannot be regarded a priori as an inherent property of the motion of a dynamical system, even when its phase curve is limited to a closed region of space. Thus, for example, the motion of the moon about the earth cannot be assumed to be periodic in spite of the fact that its path intertwines with

www.MathSchoolinternational.com
a mean orbit which is stable. One satisfactory proof of periodicity in such a dynamical system is to exhibit the motion in a convergent Fourier series and to show that such a series accounts for all the observed variations.

In a classical paper of great elegance G. W. Hill (1838–1914) reduced the determination of the motion of the lunar perigee to a differential equation of the form:

\[ \frac{d^2y}{dt^2} + A(t)y = 0, \]  

(29)

where \( A(t) \) is a periodic function. Since this equation was found to have a periodic solution, the problem of the periodicity of the motion associated with the perigee was thus established in a very satisfactory manner. But in most cases the proof of periodicity is elusive.

In the next section we shall consider an example from Case IV, which shows how deep-seated the problem of periodicity may become and how difficult it is in the case of special equations to determine whether or not the solutions possess this important property.
4. Nonperiodic Solutions in a Closed Area

A good many years ago C. Jordan (1838–1922), while reflecting on the properties of a curve defined by the parametric equations:

\[ x = x(t), \ y = y(t), \quad a \leq t \leq b, \]  

asked the question: Can a continuous curve be defined which will fill a space? That is to say, can the functions \( x \) and \( y \) of (1), assumed to be continuous in \( t \), be found such that there would be a one-to-one correspondence between the points of the continuum: \( |x| \leq A, \ |y| \leq B \), and the points on the segment \((a,b)\)? The answer to this question was given in the affirmative in 1890 by G. Peano (1858–1932), who exhibited such a continuous "space-filling curve" now known to mathematicians as Peano's curve. Other examples were forthcoming from E. H. Moore and David Hilbert.

Now the construction of such a curve might well have been considered something of a pathological example, illustrating the ingenuity of mathematicians in probing the depths inherent in a definition of continuity, were it not for the fact that the physicists and astronomers had reached something resembling this same problem. Investigating the question of the equipartition of energy in the kinetic theory of gases, J. Clerk Maxwell, L. Boltzmann, Lord Rayleigh and others had been led to a consideration of the possible configurations of a swarm of particles and the distribution of their velocities within a bounded space. In other words, they were interested in the distribution of energy in a phase-space of \( 2n \) dimensions given by the coordinates:

\[ \text{Position coordinates: } q_i = q_i(t), \quad i = 1, 2, \ldots, n, \]
\[ \text{Velocity coordinates: } \dot{q}_i = \dot{q}_i(t), \quad i = 1, 2, \ldots, n. \]  

We shall not consider here the details of the attempts made to partition the total energy of the system among the individual constituent energies which comprised it. But one of the proposed hypotheses was very intriguing. This assumed that at some time, any specified configuration would be attained to as close a degree of approximation as one desired.

During this same period of time the astronomers found that their problems led to a similar question. Given a dynamical system with a fixed constant energy, such, for example, as that of the planetary system, does there exist an infinite number of periodic motions in the neighborhood of a given periodic motion of general stable type? This question in turn led to another: Does the dynamical system approach within a specified error any preassigned configuration? This problem was one of the principal concerns of H. Poincaré,
whose researches led him to concepts of stability and limit cycles in
the solution of differential equations. The name ergodic (ergon =
energy, hodos = path) was given to the problem and led ultimately
through the researches of G. D. Birkhoff to a statement of the "ergodic
theorem" in a form acceptable to modern mathematics.

As a simple illustration of the general problem, consider the motion
of a billiard ball moving on a frictionless table with perfectly elastic
cushions. If the direction of the ball is such that the point of contact
with the cushion divides the length of the cushion into incommen-
surable parts, then it is reasonable to believe that the ball in the
course of time will pass through any preassigned area of the table.
The proof of this proposition is readily attained by an application
of the ergodic theorem.*

The existence of paths which, like that traced by the billiard ball,
pass through any preassigned small part of a given closed area does
not pose an entirely philosophical problem. Consider, for example,
the path of the moon about the earth. Perturbed by both the earth
and the sun, and to a lesser degree by the planets, the motion of the
moon has presented a problem of great complexity. To note this
one needs merely to examine the heroic computations of E. W. Brown,
who devoted a lifetime to the problem, or to the theory of Charles
Delaunay, which contains one equation 170 pages in length, or to the
classical papers of G. W. Hill, who reduced the problem of the lunar
perigee to the evaluation of a determinant of infinite order. The
mean path of the moon referred to the earth is a circle of radius
239,000 miles, but the actual path lies within an annulus with radii
equal respectively to 222,000 and 253,000 miles. It is probably true,
however difficult it would be to prove the proposition, that, given
sufficient time, the moon would traverse any given small area within
this annulus.

No name appears to have been given to this space-filling path, but
one might possibly refer to the area traversed as an ergchorad, or
energy-area (ergon = energy, chora = area). Such energy spaces are not
uncommon in the theory of nonlinear problems, nor, for that matter,
as will soon be demonstrated, in linear equations as well. In fact, pure
harmonic motion is a much rarer phenomenon. As any operator of an
analogue computer knows, the tracing needle of the machine appears
much more ready to describe an ergchorad in phase-space, than to
follow the highly specialized path of a curve defined by the sum of
harmonic terms.

The significance of the time factor in the ergodic problem may be
comprehended from the following philosophical considerations. Let us
assume that a very small ball lies upon the floor of an otherwise empty
room of dimensions a, b, c. Let us assume further that the ball is

*See, for example, G. D. Birkhoff: "What is the Ergodic Theorem?" American Math. Monthly, Vol.
given a linear velocity equal to $v$, which, of course, is to endow it with a total energy of $\frac{1}{2}mv^2$, where $m$ is its mass. If the ball is perfectly elastic and if the walls of the room are sufficiently rough so that reflection from any point of impingement is random, the energy of the ball will be distributed uniformly throughout the room and the ball itself in the course of time will make contact with any prescribed area of the wall to any specified order of approximation.

Since the square of the greatest distance between any two points in the room is $a^2+b^2+c^2$, and since the area of the walls is $A=2(ab+bc+ac)$, the number of contacts made by the ball per unit of surface in unit time will be greater than $n$ defined as follows:

$$n = \frac{v}{A\sqrt{a^2+b^2+c^2}}.$$  \hspace{1cm} (3)

If anyone attempted to enter the room by way of a door of dimensions $p,q$, he would encounter a shower of particles, which in each unit of time would exert a pressure in excess of $kpqn$, where $k$ is the pressure exerted at each contact of the ball. If $v$ is very large, this total pressure would be very great and one would assert that the empty room was, in fact, a solid,

Returning from these philosophical matters, let us examine an actual curve which passes as near as one wishes to every point in an elliptically shaped space within which its values are defined. For this purpose, let us consider the linear differential equation:

$$\frac{d^2x}{dt^2} + 2x = -2 \cos 2t.$$  \hspace{1cm} (4)

The solution which corresponds to the boundary conditions: $x(0)=1$, $x'(0)=\sqrt{2}$ is the following function:

$$x(t) = \sin \sqrt{2} t + \cos 2t,$$  \hspace{1cm} (5)

and its derivative is

$$x'(t) = y(t) = \sqrt{2} \cos \sqrt{2} t - 2 \sin 2t.$$  \hspace{1cm} (6)

We now consider the phase trajectory defined by the equations:

$$x=x(t), \quad y=y(t).$$  \hspace{1cm} (7)

Since the periods of the constituent harmonic terms of (5) are incommensurable, the phase curve generated when $t$ varies between $-\infty$ and $+\infty$ will not be periodic, but will wander in a series of loops throughout the interior of a nearly elliptical region with semi-axes equal to the respective periods. The structure of this curve is seen from Figure 13, which shows that portion generated when $t$ varies from $-11.6$ to $+11.6$. 
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Figure 13
It will now be demonstrated that, given any point in the domain of
definition, the phase curve will enter an infinite number of times into
the neighborhood of this point no matter how small the neighborhood
is taken. To show this, let the given point be \( P = (x_0, y_0) \). To the
equations (5) and (6), now written,

\[
x_0 = \sin pt + \cos qt, \quad p = \sqrt{2}, \quad q = 2,
\]

\[
y_0 = p \cos pt - q \sin qt,
\]

we adjoin the identities:

\[
\sin^2 pt + \cos^2 pt = 1, \quad \sin^2 qt + \cos^2 qt = 1.
\]

This system of four equations is now solved for \( \sin pt \) and \( \sin qt \). The
actual determination of these quantities involves the solution of a
quartic equation.

We thus have:

\[
\sin pt = s_0, \quad \sin qt = s_1,
\]

from which we obtain the following values:

\[
pt = T_0 + 2n\pi, \quad qt = T_1 + 2m\pi,
\]

where \( m \) and \( n \) are integers.

Solving equations (10) for \( t \) and equating these values, we obtain
the following equations for the determination of \( m \) and \( n \):

\[
pm - qn = \frac{1}{2\pi} (qT_0 - pT_1).
\]

In general there will not exist integers \( m \) and \( n \) which will satisfy
this equation, since \( p, q \), and the right-hand member will usually be
irrational numbers. However, given any irrational number \( \theta \), there
will exist integers \( M \) and \( N \) such that

\[
\left| \theta - \frac{M}{N} \right| < \epsilon,
\]

where \( \epsilon \) is an arbitrarily small positive number. If all the irrational
numbers in (11) are thus approximated to within some preassigned
error, and if these rational approximations are introduced into (11),
this equation will be reduced to one of the form

\[
Pm - Qn = R,
\]

where \( P, Q, \) and \( R \) are integers. If \( P \) and \( Q \) contain a common factor,
new approximations to the irrational numbers in (11) are made until
a \( P \) and \( Q \) are found which are relatively prime.
Equation (12) is a Diophantine equation, which has the following solution:

\[ m = Rm_0 - Qs, \quad n = Rn_0 - Ps, \]  

(14)

where \( s \) is any integer and \( m_0 \) and \( n_0 \) satisfy the equation:

\[ Pm_0 - Qn_0 = 1. \]  

(15)

Since \( P \) and \( Q \) are relatively prime, values of \( m_0 \) and \( n_0 \) exist and are readily found by means of continued fractions as follows:

Let \( P/Q \) be expanded into the following continued fraction:

\[ \frac{P}{Q} = a_0 + \frac{1}{a_1 + \frac{1}{a_2 + \frac{1}{a_3 + \cdots + \frac{1}{a_h}}}} \]  

(16)

which will terminate for some finite value of \( h \), since \( P \) and \( Q \) are integers.

The last term in (16) is now removed and the resulting fraction evaluated. The numerator and denominator of this fraction, with proper signs, will be respectively the desired values \( n_0 \) and \( m_0 \).

Hence, any of the infinitely many values of \( m \) and \( n \) defined by (14), when substituted in equations (10), will yield an infinite set of values of \( t \) for which the phase curve passes through the neighborhood of the given point.

As an illustration, let us consider the following example:

**Example:** Find the value of \( t \) for which the phase trajectory defined by equations (5) and (6) passes through the neighborhood of the rational point: \( x = 0.8212, \; y = 2.8978 \), where the neighborhood is defined to be a circle of radius equal to 0.0001. The point is denoted by \( P \) on the graph shown in Figure 13.

**Solution:** To the indicated degree of accuracy, we find the following values of \( \sin pt \) and \( \sin qt \) corresponding to \( x \) and \( y \):

\[ \sin pt = 0.1609, \quad \sin qt = -0.7510, \quad p = \sqrt{2}, \quad q = 2. \]  

(17)

From these we get, \( T_0 = 0.1616, \; T_1 = -0.8496 \). Using the approximations: \( \pi = 3.1416, \; p = 1.4142 \), we obtain the following equation for the evaluation of \( m \) and \( n \):

\[ 7071m - 10000n = 1213. \]  

(18)

The expansion of \( 7071/10000 \) as a continued fraction is found to be

\[ \frac{7071}{10000} = 0 + \frac{1}{1 + \frac{1}{2 + \frac{1}{2 + \frac{1}{2 + \frac{1}{3 + \frac{1}{14 + \frac{1}{2}}}}}}} \]  

(19)
Deleting the last term and evaluating the resulting fraction, we obtain $3416/4831$, from which we find: $m_0 = 4831$, $n_0 = 3146$. Substituting these values in (14) we get

$$m = 586003 - 10000s, \quad n = 4143608 - 7071s,$$

(20)

from which we have, when $s = 586$, the values $m = 3$, $n = 2$. These values, when substituted in (10), give 9.0 as one value of $t$. An infinite set of other values is provided by the one-parameter set of values of $m$ and $n$ obtained from (20). Finally, to verify the correctness of the analysis, we substitute $t = 9$ in (5) and (6) and thus obtain the values: $x = 0.821167$, $y = 2.897774$, which are observed to be within the neighborhood of the prescribed point.

The functions $x(t)$ and $y(t)$ which we have just examined belong to what is called the class of almost periodic functions, the theory of which was initiated by Harold Bohr in 1924.*

By an almost periodic function is meant a function which satisfies the equation

$$f(x + \tau) = f(x),$$

(21)

within an error that can be made arbitrarily small, where $\tau$ denotes any number of an infinite set of values “spread over the whole range from $-\infty$ to $+\infty$ in such a way as not to leave empty intervals of arbitrarily great length.” These values of $\tau$ are called translation numbers.

For example, if $f(x) = \sin px + \cos qx$, where $p$ and $q$ are incommensurable numbers, then $\tau$ will be a translation number provided integers $m$ and $n$ can be found such that

$$|p\tau - 2n\pi| < \varepsilon_1, \text{ and } |q\tau - 2m\pi| < \varepsilon_2,$$

(22)

where $\varepsilon_1$ and $\varepsilon_2$ are arbitrarily small positive numbers. If $\varepsilon < \varepsilon_1$ and $\varepsilon_2$, we can write

$$p\tau = 2n\pi + \varepsilon, \quad q\tau = 2m\pi + \varepsilon,$$

(23)

from which we get

$$\tau = \frac{2n\pi}{p} + \frac{\varepsilon}{p} = \frac{2m\pi}{q} + \frac{\varepsilon}{q}.$$

(24)

If $\pi/p$, $\pi/q$, $\varepsilon/p$, and $\varepsilon/q$ are now represented by rational fractions to any desired degree of approximation, then, as we have already seen above, an infinite number of integral values of $m$ and $n$ can be found which satisfy equation (24).


A comprehensive survey of the subject will be found in A. S. Besicovitch: Almost Periodic Functions. Cambridge, 1932, xiii+180 pp.
There will thus exist an infinite sequence of translation numbers for which we have

\[ f(x + \tau) = \sin p(x + \tau) + \cos q(x + \tau) = \sin (px + \epsilon) + \cos (qx + \epsilon), \]
\[ = \sin px + \cos qx + 2\epsilon, \text{ where } |\epsilon| < 1. \]

More generally, an almost periodic function can be expanded into a series of the following form:

\[ f(x) = \sum_{n=0}^{\infty} A_n e^{i\lambda_n x}, \tag{25} \]

where \( \sum |A_n|^2 \) converges. This is a special case of a Dirichlet series, which in its turn includes Fourier series as a special case.

Conversely, it can be shown that the series (25) is the representation of an almost periodic function, provided \( \sum |A_n|^2 \) converges.

**PROBLEMS**

1. Find the first time after \( t = 0 \) when the phase curve defined by equations (5) and (6) passes through the neighborhood of the rational point: \( x = 1.7565, \ y = 1.1551 \), where the neighborhood is the interior of the circle of radius 0.0001 about the point. Verify that \( \sin pt = 0.6651 \) and \( \sin qt = -0.0495 \). Answer: \( t = 9.4 \).

2. Verify that \( t = 25 \) is the first time after \( t = 0 \) when the phase curve defined by equations (5) and (6) passes through the neighborhood of the rational point: \( x = 0.2492, \ y = -0.4627 \). Assume that the neighborhood is the interior of the circle of radius 0.0001 about the point. Verify that \( \sin pt = -0.7158, \ \sin qt = -0.2624 \).

**5. The Pendulum Problem as a Fourier Series**

As an example of a nonlinear equation which has a periodic solution, let us return to the equation of the simple pendulum, which has already been discussed at some length in Section 10 of Chapter 7.

It will be convenient to write the equation in the form

\[ \frac{d^2y}{dt^2} = Ay + By^3, \tag{1} \]

and to write the solution in the form

\[ y = C \text{ sn}(\lambda x, k), \quad x = t + p, \tag{2} \]

where \( \lambda \) and \( p \) are arbitrary constants and \( k \) and \( C \) are defined as follows:

\[ k^2 = \frac{(\lambda^2 + A)}{\lambda^2}, \quad C^2 = \frac{2(\lambda^2 + A)}{B}. \tag{3} \]
If we assume that \( C \) is known, as well as \( A \) and \( B \), then both \( \lambda \) and \( k \) can be computed from (3). Let us denote by \( K \) and \( K' \) the complete and complementary elliptic integrals corresponding to \( k \). If in (2) we now set \( \rho = 0 \), and let \( \lambda t = u \), then the solution of (1) assumes the form

\[
y = C \, \text{sn}(u, k).
\] (4)

But from Section 19 of Chapter 6, we know that this function can be written as the following Fourier series:

\[
y = C \frac{\pi}{Kk} \sum_{n=0}^{\infty} A_n \sin(2n+1)z,
\] (5)

where we abbreviate:

\[
A_n = 1/\sinh\left(\left(n + \frac{1}{2}\right)\frac{\pi K'}{K}\right), \quad z = \frac{1}{2} (\pi u/K) = \frac{1}{2} (\lambda \pi t/K).
\] (6)

Although we thus seem to have obtained the solution of the nonlinear equation (1) in linear form as the sum of simple harmonic terms, the apparent linearization is soon seen to be an illusion. For both the individual amplitudes, \( A_n \), and the multiplier of \( t \) are functions of \( k \), and thus also functions of the parameter \( C \).

It will now be of interest to write equation (5) in a second form. To achieve this we introduce the symbol: \( q = \exp(-\pi K'/K) \), and observe from (14), Section 18, Chapter 6, the expansion:

\[
\frac{2\pi}{Kk} = q^{-1/2}(1 + q^2 + q^4 + q^{12} + q^{20} + \ldots)^{-2},
\] (7)

It now follows from equation (7) of Section 19, Chapter 6 that (5) above can be written as follows:

\[
y = C \sum_{n=0}^{\infty} a_n \sin (2n+1)z,
\] (8)

where we abbreviate:

\[
a_n = \frac{q^n}{1 - q^{2n+1}} \left(1 + q^2 + q^4 + q^{12} + \ldots \right)^{-2},
\] (9)

or, in expanded form:

\[
a_n = q^n \left(1 - 2q^2 + 3q^4 - 6q^6 + 11q^8 - 18q^{10} + 28q^{12} + \ldots \right) \times \left(1 + q^{2n+1} + q^{4n+2} + q^{6n+3} + \ldots \right).
\] (10)
Explicitly we have for the first three coefficients the following expansions:

\[ a_0 = 1 + q - q^2 - q^3 + 2q^4 + 2q^5 + 4q^6 - 4q^7 + 7q^8 + 7q^9 - 11q^{10} - 11q^{11} + 17q^{12} + \ldots; \]

\[ a_1 = q(1 - 2q^2 + q^3 + 3q^4 - 2q^5 - 5q^6 + 3q^7 + 9q^8 - 5q^9 - 15q^{10} + 9q^{11} + 23q^{12} + \ldots); \]

\[ a_2 = q^2(1 - 2q^2 + 3q^4 + q^5 - 6q^6 - 2q^7 + 11q^8 + 3q^9 - 17q^{10} - 6q^{11} + 26q^{12} + \ldots). \] (11)

It will now be convenient to write equation (1) in the following form:

\[ \frac{d^2y}{dt^2} + y + ry^2 = 0, \] (12)

and to express the solution (8) in terms of \( a \) and \( r \), where

\[ a = Ca_0. \] (13)

Since, in equation (3), we have \( A = -1, B = -r \), if we eliminate \( \lambda \), we obtain

\[ k^2 = \frac{-x}{2 + x}, \quad k'^2 = \frac{2 + 2x}{2 + x}, \] (14)

where \( x = rC^2 \) and \( k^2 + k'^2 = 1 \).

Observing that \( a_0 \) in (13) is a function of \( q \), we now seek a relationship between \( q \) and \( x \), which will enable us to express \( a \) as a series in \( x \). This objective will be attained by way of the function

\[ \epsilon = \frac{1}{2} \left( \frac{1 - s}{1 + s} \right), \quad s^2 = k'. \] (15)

This function, by (14), Section 20, Chapter 6, is connected with \( q \) through the following equation:

\[ q = \epsilon + 2\epsilon^5 + 15\epsilon^9 + 150\epsilon^{13} + 1707\epsilon^{17} + \ldots. \] (16)

By (14) we have

\[ s = \left(1 + \frac{1}{2}v\right)^{\frac{1}{4}}, \quad v = \frac{x}{1 + \frac{1}{2}x}, \] (17)

and from (15),

\[ \epsilon = \frac{1}{2} \left( \frac{1 - s}{1 + s} \right) = \frac{1}{2} \frac{(1 - s)^2}{1 + s^2} - \frac{1}{2} \frac{(1 - s)^2(1 + s^2)}{1 - s^4}, \] (18)

that is,

\[ 2(1 - s^4)\epsilon = 1 - 2s + 2s^2 - 2s^3 + s^4. \] (19)
We now observe the following expansions:

\[ s = \left(1 + \frac{1}{2} v \right)^2 = 1 + \frac{1}{2} v - \frac{3}{128} v^2 + \frac{7}{1024} v^3 - \frac{77}{32768} v^4 + \ldots, \]
\[ s^2 = \left(1 + \frac{1}{2} v \right)^{\frac{3}{2}} = 1 + \frac{1}{4} v - \frac{1}{32} v^2 + \frac{1}{128} v^3 - \frac{5}{2048} v^4 + \ldots, \]
\[ s^3 = \left(1 + \frac{1}{2} v \right)^{\frac{5}{2}} = 1 + \frac{3}{8} v - \frac{3}{128} v^2 + \frac{5}{1024} v^3 - \frac{45}{32768} v^4 + \ldots, \]
\[ s^4 = 1 + \frac{1}{2} v. \]

When these values are substituted in (19) there results

\[ \epsilon = -\frac{1}{32} v + \frac{1}{128} v^2 - \frac{21}{8192} v^3 + \ldots. \]

From (17) we now obtain the following expansions:

\[ v = x \left(1 - \frac{1}{2} x + \frac{1}{4} x^2 - \frac{1}{8} x^3 + \ldots\right), \]
\[ v^2 = x^2 \left(1 - x + \frac{3}{4} x^2 - \frac{1}{2} x^3 + \ldots\right), \]
\[ v^3 = x^3 \left(1 - \frac{3}{2} x + \frac{3}{2} x^2 - \frac{5}{4} x^3 + \ldots\right), \]

and when these are substituted in (21) there is finally obtained:

\[ \epsilon = -\frac{1}{32} x + \frac{3}{128} x^2 - \frac{149}{8192} x^3 + \ldots. \]

Observing from (16) that, to the degree of approximation given by (23), we have

\[ q = \epsilon, \]

it is now possible to express \( Ca_t \) in terms of \( x \). We thus obtain

\[ Ca_0 = C \left(1 - \frac{1}{32} x + \frac{23}{1024} x^2 - \frac{547}{32768} x^3 + \ldots\right), \]
\[ = C \left(1 - \frac{1}{32} rC^2 x + \frac{23}{1024} r^2 C^4 x^2 - \frac{547}{32768} r^3 C^6 x^3 + \ldots\right), \]
\[ Ca_1 = C \left(-\frac{1}{32} rC^2 x + \frac{3}{128} r^2 C^4 x^2 - \frac{297}{16384} r^3 C^6 x^3 + \ldots\right), \]
\[ Ca_2 = C \left(\frac{1}{1024} r^2 C^4 x - \frac{3}{2048} r^3 C^6 x^2 + \ldots\right). \]
These equations show explicitly the manner in which the arbitrary constant $C$ and the parameter $r$ enter into the coefficients of the sine terms in the expansion (8).

We return now to the original problem, that of expressing the coefficients of (8) in terms of $a$ as defined by (13). To achieve this we first square (13), multiply by $r$, and use the abbreviation: $\mu=ra^2$. We thus have $\mu=x^2a^2$, whence

$$x=\mu/a^2=\mu(1-2q+5q^2-8q^3+\ldots),$$

$$=\mu\left(1+\frac{1}{16}x+\frac{43}{1024}x^2+\frac{15}{512}x^3-\ldots\right). \quad (26)$$

This equation is now inverted by the method of Lagrange* and we obtain the following expansion of $x$ in terms of $\mu$:

$$x=\mu+\frac{1}{16}\mu^2-\frac{39}{1024}\mu^3+\ldots. \quad (27)$$

This is now substituted in (23) and note taken of (24), from which we have:

$$\epsilon=q=-\frac{1}{32}\mu+\frac{11}{512}\mu^2-\frac{461}{32768}\mu^3+\ldots. \quad (28)$$

This value of $q$ is now substituted in the expansions:

$$Ca_1=a(a_1/a_0)=a(q-q^3+q^4+\ldots),$$

$$Ca_2=a(a_2/a_0)=a(q^2-q^3+\ldots), \quad (29)$$

and we thus obtain the desired coefficients:

$$Ca_0=a, \quad Ca_1=a\left(-\frac{1}{32}\mu+\frac{21}{1024}\mu^2-\frac{461}{32768}\mu^3+\ldots\right),$$

$$=-\frac{1}{32}ra^3\left(1-\frac{21}{32}ra^2+\frac{461}{1023}ra^4+\ldots\right),$$

$$Ca_2=a\left(\frac{1}{1024}\mu^2-\frac{43}{32768}\mu^3+\ldots\right),$$

$$=\frac{1}{1024}ra^5\left(1-\frac{43}{32}ra^2+\ldots\right). \quad (30)$$

It will be of interest also to express the multiplier of $t$ in (6) in terms of both $x$ and $\mu$. We adopt the notation: $\omega=\frac{1}{2}(\lambda \pi/K)$.

---

We first observe from (3) that
\[ \lambda^2 = 1 + \frac{1}{2} rC^2 = 1 + \frac{1}{2} x, \] (31)
and from equation (14), Section 18, Chapter 6, that
\[ \frac{2K}{\pi} = (1 + 2q + 2q^4 + 2q^6 + \ldots)^2. \] (32)

We thus have
\[ \omega^2 = \lambda^2 (1 + 2q + 2q^4 + 2q^6 + \ldots)^{-4}, \]
\[ = \left( 1 + \frac{1}{2} x \right) (1 - 8q + 40q^2 - 160q^3 + \ldots). \] (33)

Observing from (24) that to the desired approximation \( q = \epsilon \), we replace \( q \) in this expression by (23) from which we obtain the following:
\[ \omega^2 = 1 + \frac{3}{4} x - \frac{3}{128} x^2 + \frac{9}{512} x^3 + \ldots, \]
\[ = 1 + \frac{3}{4} rC^2 - \frac{3}{128} r^2 C^4 + \frac{9}{512} r^3 C^6 + \ldots. \] (34)

The equivalent expansion in terms of \( \mu \) is obtained by replacing \( x \) in this expression with its expansion in \( \mu \) as given by (27). We thus obtain
\[ \omega^2 = 1 + \frac{3}{4} \mu + \frac{3}{128} \mu^2 - \frac{57}{4096} \mu^3 + \ldots, \]
\[ = 1 + \frac{3}{4} r^2 a^2 + \frac{3}{128} r^2 a^4 - \frac{57}{4096} r^3 a^6 + \ldots. \] (35)

As a numerical example, let us consider the case of the pendulum described in Section 10 of Chapter 7. The equation in the notation of this section is
\[ \frac{d^2y}{dt^2} + y - \frac{1}{6} y^3 = 0, \] (36)
and the value of \( C \) is \( \pi/3 \).

Noting that \( r = -1/6 \), we introduce \( C \) and \( r \) into formulas (25) and thus obtain:
\[ C a_0 = 1.05407, \quad C a_1 = 0.00692, \quad C a_2 = 0.000044. \] (37)

Substituting \( C \) and \( r \) into formula (34), we find
\[ \omega^2 = 0.862022, \] (38)
from which we get: \( \omega = 0.928451 \).
The desired Fourier series is thus explicitly the following:

\[ y = 1.05407 \sin \omega t + 0.00692 \sin 3\omega t + 0.000044 \sin 5\omega t + \ldots \] (39)

The convergence of the series which we have given above is not great as is shown by a more exact determination of the constants in (39). The coefficients of the series will be found to be too small by two units in the last place and the value of \( \omega \) too large by four units in the last place.

6. Periodic Solutions

Before proceeding to other particular equations it is necessary to discuss the important question: How does one determine when a given differential equation has a periodic solution? This is obviously a difficult question to answer and the best efforts of great analysts have been devoted to the problems derived from it. For example, it is not easy to see, a priori, why the two equations

\[ y'' + y - y^3/6 = 0, \quad y'' + \sin y = 0, \] \hspace{1cm} (1)

should have real solutions with real periods, nor why the equations:

\[ y'' + (y^2 - 1)y' + y = 0, \quad y'' + x \sinh (y/x) = 0, \] \hspace{1cm} (2)

should have real solutions which are not periodic, but which approach periodicity as \( x \) increases along the positive real axis.

That periodicity is a very special property is seen from the fact that if \( y(x) \) is a periodic function, it must satisfy the following equation:

\[ y(x + a) = y(x), \] \hspace{1cm} (3)

where \( a \) is a constant. Moreover, all the derivatives of \( y(x) \), if they exist, are also periodic, as we see by taking the \( n \)th derivative of (3).

Since equation (3) can be written as the following linear differential equation of infinite order:

\[ y' + \frac{a}{2!} y'' + \frac{a^2}{3!} y^{(3)} + \frac{a^2}{4!} y^{(4)} + \ldots = 0, \] \hspace{1cm} (4)

we see that every periodic analytic function must be a solution of this equation. We thus reach the curious conclusion that every solution of a nonlinear differential equation, which is both analytic and periodic, is also the solution of the linear differential equation (4).
Equation (4) has the following infinite set of solutions:

$$y = e^{pt}, \quad p = 2\pi n/a, \quad n = 0, \pm 1, \pm 2, \ldots,$$  \hspace{1cm} (5)

and thus any finite sum of the following form:

$$y(x) = \frac{1}{2} A_0 + \sum_{m=1}^{n} A_m \cos \frac{m\pi x}{a} + \sum_{m=1}^{n} B_m \sin \frac{m\pi x}{a},$$  \hspace{1cm} (6)

where $A_m$ and $B_m$ are arbitrary, is also a solution.

We can now establish certain general criteria, which assure the existence of a solution of the following differential equation of second order:

$$\frac{d^2y}{dx^2} = f(x, y, y').$$  \hspace{1cm} (7)

If a set of values $A_m$ and $B_m$ exists for all integral values of $m$, so that series (6) formally satisfies (7) as $n \to \infty$, and if the first two derivatives of (6) exist for values of $|x| \leq a$, then (7) has a periodic solution of period $a$.

From the fact that if $y(x)$ is a periodic solution of (7), and if its derivative exists, then $y'(x)$ must also be periodic, we see that the corresponding phase-trajectory is closed. Conversely, if any phase-trajectory of (7) is closed, then the equation has a periodic solution.

If equation (7) has a periodic solution within a domain $R$, and if the function $f(x, y, y')$ is analytic for all values of $x, y, y'$ in $R$, then every derivative of $y$ will exist and be a periodic function. This follows from the fact that every derivative of (7) can be expressed in terms of $y$ and $y'$ and the argument of the calculus of limits (Section 2, Chapter 4) insures the existence of the derivatives within $R$.

If one is willing to relax the requirements of analyticity and substitute the limiting processes of summability, the domain of periodic solutions of differential equations can be considerably enlarged. An instructive example is supplied by the following equation.

$$\frac{d^2y}{dx^2} = 0,$$  \hspace{1cm} (8)

which has as a solution the continuous periodic function shown in Figure 14(A). Within the interval; $-a \leq x \leq a$, $y$ is given by the formula:

$$y = \begin{cases} 1 + x/a, & -a \leq x \leq 0, \\ 1 - x/a, & 0 \leq x \leq a. \end{cases}$$  \hspace{1cm} (9)
This function meets the first criterion given above, since it is represented by the following Fourier series:

$$y(x) = \frac{1}{2} + \frac{4}{\pi^2} \left[ \cos \frac{\pi x}{a} + \frac{1}{9} \cos \frac{3\pi x}{a} + \frac{1}{25} \cos \frac{5\pi x}{a} + \ldots \right],$$  (10)

which converges for all real values of $x$.
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It is clear that the function defined by (9) is a solution of the differential equation, but this is not true in a strictly analytical sense for (10), since we have $y'' = -(4/a^2) C(\theta)$, $\theta = \pi x/a$, where we abbreviate:

$$C(\theta) = \cos \theta + \cos 3\theta + \cos 5\theta + \ldots,$$  (11)

and this series is clearly divergent for almost all values of $\theta$.

However, except at the points $x = ma$, that is for $\theta = m\pi$, where $m$ is any positive or negative integer, the series is summable to zero in the Fejér-Cesàro sense,* and thus may be said to satisfy the differential equation except at these critical points.

To see this we form the Cesàro sums:

$$S_1 = \cos \theta = \frac{\sin 2\theta}{2\sin \theta}, \quad S_2 = \cos \theta + \cos 3\theta = \frac{\sin 4\theta}{2\sin \theta},$$

$$S_3 = \cos \theta + \cos 3\theta + \cos 5\theta = \frac{\sin 6\theta}{2\sin \theta}, \ldots, \quad S_n(\theta) = \frac{\sin 2n\theta}{2\sin \theta},$$

from which we get

$$S = S_1 + S_2 + \ldots + S_n = \frac{\sin(n+1)\theta \sin n\theta}{2\sin^2 \theta}.$$  (12)

It thus follows that we have

$$\lim_{n \to \infty} S_n = 0,$$

except when $\theta = m\pi$.

The phase-trajectory is shown in Figure 14 (B). The perpendicular lines of the diagram through \( y = 0 \) and \( y = 1 \) may be regarded as limiting forms of the transition curves of the \( n \)th segments of the Fourier series for \( y' \). Strictly speaking \( y' \) has only the value 0 when \( y = 0 \) and \( y = 1 \).

It is instructive to compare the first equation of (1) with the example just given. Referring to Section 5, we see that its solution can be written as the Fourier series

\[
y = \sum_{n=0}^{\infty} B_n \sin \left(2n+1\right)z,
\]

where \( z = ax \), and \( B_n = P/\sinh \left[ b \left( n + \frac{1}{2} \right) \right] \), in which \( a, P, \) and \( b \) are constants.

It is obvious that the series which defines \( y^{(m)} \) converges uniformly for all values of \( m \) and for any point on the real axis of \( z \).

7. Additional Aspects of Periodicity—Floquet's Theory

Deeper problems connected with periodicity than those which we have described were encountered by the astronomers. They were disturbed, for example, by the intrusion of secular terms in the description of phenomena, which were fundamentally periodic. That is to say, the solution of their equations led to expansions of the following form:

\[
y = \sum (a_n + b_n t + c_n t^2 + \ldots) \cos (nt + \gamma_n),
\]

where \( t \) appears explicitly in the multiplier of the harmonic terms.

Such terms are called secular, since they represented variations which progress in one direction for long periods of time, even though ultimately they may prove to be periodic. Such, for example, are movements in the line of nodes, the line of apsides, the inclination and eccentricity of the planets. But these variations in astronomy are relatively small and cause small disturbance to the harmonic terms which they multiply. But in an electrical system, where many vibrations occur in a short space of time, the appearance of a factor of the form \( t \cos nt \) would immediately introduce the phenomenon of resonance.

On the other hand, the coefficient of the cosine term in (1) may actually be a periodic function and thus, even for rapid changes in \( t \), would produce no resonance effect. An elementary example is furnished by the following function:

\[
y = \cos pt \cos gt,
\]

(2)
where $p$ is assumed to be very much smaller than $q$, as is the case in the secular variations of astronomy. If the values of $y$ in which we are interested are limited to a fixed interval of $t$, let us say, $0 \leq t \leq T$, then (2) might well be replaced by the function:

$$y = \left(1 - \frac{p^2 t^2}{2!} + \frac{p^4 t^4}{4!}\right) \cos qt,$$

(3)

which, while not actually a periodic function, would vary little from one within the assumed interval of $t$.

How to handle these secular terms became a problem of great concern to the astronomers and a number of ingenious methods were developed. We shall describe one of these in Chapter 12.

A second problem which interested the astronomers was that of determining conditions under which a differential equation with periodic coefficients would have periodic solutions.

Let us first observe that the general solution of a differential equation may not be a periodic function, but that the equation may nevertheless have particular solutions which are. Thus the linear equation

$$A \frac{d^2 y}{dt^2} + B \frac{dy}{dt} + Cy = 0,$$

(4)

where the coefficients are constants, has as a general solution the function:

$$y(t) = a e^{r_1 t} + b e^{r_2 t},$$

(5)

where $r_1$ and $r_2$ are roots of the equation: $Ar^2 + Br + C = 0$.

If $y(t)$ is periodic, then there must exist a constant $\omega$ such that

$$y(t + \omega) = y(t),$$

(6)

which reduces to the following condition:

$$e^{r_1 \omega} [a e^{r_1 t} + b e^{r_2 t} e^{(r_2 - r_1) \omega}] = a e^{r_1 t} + b e^{r_2 t}.$$  

(7)

If $r_1/r_2 = p/q$, where $p$ and $q$ are integers, then $\omega = 2\pi i/r_2$ is seen to be a period. But if this condition is not satisfied, that is, if $r_1/r_2$ is not rational, the particular solutions $ae^{r_1 t}$ and $be^{r_2 t}$ are separately periodic with periods equal respectively to $2\pi i/r_1$ and $2\pi i/r_2$.

This elementary analysis was extended by G. Floquet* to a linear equation in which the coefficients are periodic functions of the inde-

---

dependent variable. With sufficient generality this equation can be written in the following form:

$$\frac{d^2y}{dt^2} + A(t) y = 0,$$  \hspace{1cm} (8)

where $A(t)$ denotes the following series:

$$A(t) = a_0 + \sum_{n=1}^{\infty} 2a_n \cos 2nt.$$  \hspace{1cm} (9)

This equation is called Hill's equation after G. W. Hill (1838–1914), who introduced it in his study of the motion of the lunar perigee.$^*$ A celebrated special case is the differential equation of Mathieu, namely,

$$\frac{d^2y}{dt^2} + (a - 2b \cos 2t) y = 0,$$  \hspace{1cm} (10)

which was introduced by E. L. Mathieu (1835–90) in a discussion of the vibrations of an elliptic membrane.$^\dagger$

Floquet's theory, with which we shall be mainly concerned, is designed to establish the existence of a periodic solution of a linear differential equation of any order with coefficients which are all periodic functions of a fixed period $\omega$. The theory is sufficiently explained if we limit its application to a differential equation of second order, such, for example, as equation (8) above.

Let $u_1(t)$ and $u_2(t)$ be any linearly independent solutions of the equation, from which it follows that

$$U(t) = Au_1(t) + Bu_2(t),$$  \hspace{1cm} (11)

where $A$ and $B$ are arbitrary constants, is the general solution.

Since the coefficients of the equation are periodic functions of period $\omega$, it is clear that both $u_1(t + \omega)$ and $u_2(t + \omega)$ are also solutions of the equation. Hence these functions can be expressed linearly in terms of the fundamental set and we have

$$u_1(t + \omega) = a_1 u_1(t) + a_2 u_2(t), \quad u_2(t + \omega) = b_1 u_1(t) + b_2 u_2(t).$$  \hspace{1cm} (12)

The general solution can then be written:

$$U(t + \omega) = (Aa_1 + Bb_1) u_1(t) + (Aa_2 + Bb_2) u_2(t).$$  \hspace{1cm} (13)


If we now write
\[ U(t + \omega) = k \ U(t), \] (14)
then \( A \) and \( B \) must satisfy the following set of equations:
\[ A k = A a_1 + B b_1, \quad B k = A a_2 + B b_2. \] (15)

Since these are homogeneous equations in \( A \) and \( B \), the necessary and sufficient condition for the existence of values other than zero assumes the following form:
\[
\begin{vmatrix}
  a_1 - k & b_1 \\
  a_2 & b_2 - k
\end{vmatrix} = 0. \] (16)

If \( k \) is one of the roots of this equation, then the general solution of the differential equation will satisfy (14). Let us now write \( k = e^{\lambda \omega} \) and define the function
\[ W(t) = e^{-\lambda t} U(t). \] (17)

We then have from (14)
\[ W(t + \omega) = e^{-\lambda (t + \omega)} U(t + \omega) = e^{-\lambda t} e^{-\lambda \omega} U(t + \omega) = e^{-\lambda t} U(t) = W(t). \] (18)

The differential equation thus has a solution of the form
\[ U(t) = e^{\lambda t} W(t), \] (19)
where \( W(t) \) is a periodic function.

The principal difficulty in the actual solution of the original equation is found in the problem of determining \( \lambda \). If this constant is zero, then the solution is periodic, but otherwise it is either stable, if \( \lambda < 0 \), or unstable if \( \lambda > 0 \). The equation of Mathieu has been extensively investigated from this point of view and a series of periodic functions have been determined for it, which are called Mathieu functions. The elegant researches of Hill also make use of this theory and lead to the evaluation of a determinant of infinite order. Since both of these problems have been extensively treated in the references cited above, further discussion will be omitted.

8. Periodicity as a Phenomenon of the Phase-Plane

Since the theory of Floquet, described in Section 7, makes fundamental use of the property of linearity, it cannot be applied to the periodicity problem of nonlinear equations. One must either explore the possibility of finding a convergent Fourier expansion which satisfies the differential equation, or investigate the behavior of solutions
in phase-space. If a closed trajectory is found, then by the criterion of Section 6, the existence of a periodic solution is automatically proved.

If a differential equation

$$\frac{d^2y}{dt^2} = f(y, y'),$$

(1)

is derived by the elimination of $x$ from a system of equations:

$$\frac{dx}{dt} = P(x, y), \quad \frac{dy}{dt} = Q(x, y),$$

(2)

then the existence of a closed cycle in the phase-plane $(x, y)$ carries with it the periodicity of $y$ as a function of $t$. It was in this way that the existence of periodic solutions of Volterra's equation

$$yy'' = (y')^2 + ay(1-y)y' + acy^2(1-y),$$

(3)

was established in Chapter 5. The length of the period was determined by the interval: $T = t_2 - t_1$, where $t_1$ is the time corresponding to a point: $P_1 = (x_1, y_1)$ on the phase-trajectory and $t_2$ the next value of $t$ when the curve reenters the point $P_1$.

It was an adaptation of this method that A. Liénard used in establishing criteria for the existence of a periodic solution for the following equation:

$$\frac{d^2y}{dt^2} + f(y) \frac{dy}{dt} + g(y) = 0,$$

(4)

and that N. Levinson and O. K. Smith applied similarly to the more general equation:*  

$$\frac{d^2y}{dt^2} + f(y, v) \frac{dy}{dt} + g(y) = 0, \quad v = \frac{dy}{dt}.$$ 

(5)

The theorem of Liénard is as follows:

**Theorem A.** The functions $f(y)$ and $g(y)$ in equation (4) are continuous and integrable and satisfy the following additional conditions:

(a) $f(y)$ is an even function, and $g(y)$ is an odd function such that $y g(y) > 0$;

(b) The functions

$$F(y) = \int_0^y f(y) dy, \quad G(y) = \int_0^y g(y) dy,$$

$tend toward \infty as \ y \rightarrow \infty$.

*See Bibliography for references.
(c) \( F(y) \) has a single positive zero, \( y = y_0 \). In the interval \((0, y_0)\), \( F(y) \) is negative, but for \( y > y_0 \) \( F(y) \) is positive and increases monotonically.

Under these conditions there exists a periodic solution of (4), which is unique to within a simple translation of the variable \( t \).

To prove this theorem we first introduce the Liénard variable

\[
    z = y' + F(y),
\]

from which we have, by reference to (4),

\[
    \frac{dz}{dt} = y'' + f(y) y' = -g(y).
\]

Moreover, since \( y' = dy/dt = z - F(y) \), we obtain the derivative

\[
    \frac{dz}{dy} = -\frac{g(y)}{z - F(y)}.
\]

We now consider the trajectories in the Liénard-plane \((y, z)\), which are geometrically simpler than those in the phase-plane \((y, y')\), since they are symmetrical with respect to the origin. Thus, if \( y \) is replaced by \(-y\) and \( z \) by \(-z\) in (8), the equation is unchanged, since both \( g(y) \) and \( F(y) \) are odd functions of \( y \).

This is a very useful property, since it means that if a closed trajectory passes through the point \((0, z_0)\) it will also pass through the point \((0, -z_0)\); and conversely, if a trajectory passes through these two points, it must necessarily be closed. We shall use this fact to show that there must exist one and only one closed trajectory for equation (4) in the phase-plane and thus the equation has a unique periodic solution. This follows immediately from the observation that when \( y = 0 \), we have \( z_0 = y'_0 \), and hence a closed trajectory in one plane implies a closed trajectory in the other.

For this purpose we introduce the function

\[
    \lambda(y, z) = \frac{1}{2} z^2 + G(y),
\]

which reduces to \( z^2/2 \) when \( y = 0 \). Thus, in order to establish the existence of a periodic solution of equation (4), it is merely necessary to exhibit a trajectory for which \( \lambda(0, z_0) = \lambda_A \) equals \( \lambda(0, -z_0) = \lambda_B \).

To achieve this, we write

\[
    d\lambda = dz \cdot g(y) dy = -\frac{g \cdot F}{z - F(y)} dy,
\]

from which it follows that

\[
    \int_A^B d\lambda = \lambda_B - \lambda_A = -\int_A^B \frac{g \cdot F}{z - F} dy = \frac{1}{2} (z^2_1 - z^2_0) = \frac{1}{2} (y_1^2 - y_0^2).
\]
Our problem thus reduces to showing that there exists a unique trajectory for which we have

\[ I = -\int_{A}^{B} \frac{g \cdot F}{z - F'} \, dy = 0. \]  

(12)

The argument now proceeds geometrically and to understand it we refer to Figure 15, which shows a phase-trajectory: \( y' = y'(y) \), a Liénard-trajectory, \( z = z(y) \), and the function \( F(y) \). Although these graphs have actually been constructed from the Van der Pol equation [equation (12), Section 2] for the case where \( \epsilon = 1, \ a = 1 \), that is, for \( f(y) = y^2 - 1, \ g(y) = y \), the argument based upon them is perfectly general.

From the figure we see that \( I \) can be expressed as the sum of three integrals, the first \((I_1)\), extending over the interval from \( A \) to \( A' \), the second \((I_2)\), from \( A' \) to \( A'' \), and the third \((I_3)\) from \( A'' \) to \( B \). Since \( F(y) \) is negative from \( y = 0 \) to \( y = y_0 \), and thereafter increases monotonically, \( I_1 \) and \( I_3 \) are positive, but \( I_2 \) is negative.

![Figure 15](image_url)

We now observe that if \( A \) is moved upward along the \( z \)-axis, the values of \( I_1 \) and \( I_3 \) will not increase. On the other hand, the absolute value of \( I_2 \) will increase, since the point \( Q \) will move upward along the curve of \( F(y) \) and hence the integrand of (12) becomes greater since \( F(y) \) is monotonically increasing.
It is thus evident from this geometrical argument that by adjusting the point \( A \) along the \( z \)-axis, a position will be reached where \( I \) is zero. Moreover this position is unique and thus there will exist one and only one periodic solution of the equation.

The situation thus described is readily seen if the variable of integration in (12) is changed to \( t \). Since the origin of \( t \) can be arbitrarily chosen, we let \( t=0 \) at \( A \). If the values of \( t \) at \( A', A'' \), and \( B \) are denoted respectively by \( t_1, t_2, \) and \( T \), then the integral \( I \) can be written:

\[
I = -\int_0^T gF \, dt = I_1 + I_2 + I_3,
\]

(13)

where the limits of \( I_1, I_2, I_3 \) are respectively \((0, t_1), (t_1, t_2), (t_2, T)\).

Returning to the Van der Pol equation, we compute values of the integrand as a function of \( T \), corresponding to an initial value of \( z_0=2.5 \). These are shown graphically in Figure 16, from which one can readily ascertain that the value of \(-I_2\) exceeds the sum of \( I_1 \) and \( I_3 \), and thus the value of \( I \) is negative. From this we conclude that the initial choice of \( z_0 \) was too great, and when it is reduced to 2.18, we find that \( I=0 \).

![Figure 16](image_url)

As we have already said above, the more general equation (5) was the object of study by Levinson and Smith. We shall state their principal theorems, but shall not give proofs of them. The first theorem, which abandons the condition of uniqueness, is as follows:

**Theorem B.** The functions \( f(y,v) \) and \( g(y) \) are continuous and integrable and satisfy the following conditions:

(a) \( y \ g(y) > 0 \) for \( |y| > 0 \). Moreover \( G(y) \) tends toward infinity as \( y \to \pm \infty \).
(b) $f(0,0)$ is negative. There exists a positive value of $y$, namely, $y = y_0$, such that $f(y,v) \geq 0$ for $|y| \geq y_0$, and a positive value $M$, such that $f(y,v) \geq -M$ for $|y| \leq y_0$.

(c) There exists a positive value $y_1, y_0 >$, such that

$$\int_{y_0}^{y_1} f(y,v) \, dy \geq 10My_0$$

(14)

where $v > 0$ is an arbitrarily decreasing function of $y$.

Under these conditions there exists at least one periodic solution of equation (5).

A theorem somewhat more general than that of Liénard, but less general than Theorem B, restores the uniqueness of the period solution. This is achieved by means of the function $\lambda(y,v)$, defined by (9) above, in which $z$ has been replaced by $v$. This theorem is as follows:

**Theorem C.** Let $R_1$ denote the region in the $(y,v) = $ plane where $f(y,v)$ is negative and $R_2$ the region where $f(y,v)$ is positive. Furthermore, let $R_1(c)$ denote that part of the curve $\lambda(y,v) = c$ which lies in $R_1$ and let $R_2(c)$ denote that part which lies in $R_2$.

To the requirements of Theorem B, the following condition is added:

For every value of $c$ the minimum value of

$$F(y,v) = \frac{1}{v^2} + \frac{1}{vf(y,v)} \frac{\partial f(y,v)}{\partial v}$$

(15)

on $R_2(c)$ is positive and exceeds the maximum of $F(y,v)$ on $R_1(c)$.

Under these conditions equation (5) has a periodic solution, which is unique to within a simple translation of the variable $t$. 
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Chapter 11

Nonlinear Mechanics

1. Introduction

The term *nonlinear mechanics* has been applied in recent years to a series of investigations in the field of nonlinear differential equations, which have had their origin for the most part in applications to physical phenomena. The independent variable is time. The systems considered are reducible in general to ordinary differential equations of second order. Investigations subsumed under the generic title of nonlinear mechanics are concerned principally with phase spaces, with expressions which represent energy terms, with phenomena included under the subject of relaxation oscillations, stability and instability points, and with certain loci called limit cycles.

The literature of the subject is now very extensive. Originating in the classical researches of Poincaré, Bendixson, Liapounoff, and others around the beginning of the 20th century, the ideas remained for a time relatively fallow. But the pressure of problems arising in various technical processes finally turned the attention of scientists to the subject and to a resurvey of the methods contained in the original memoirs. We have already given some of the historical details earlier in the book.

In the chapter we shall be concerned principally with a differential system of the following form:

\[
\frac{dx}{dt} = P(x, y), \quad \frac{dy}{dt} = Q(x, y). \tag{1}
\]

Unless otherwise specified, \( P(x, y) \) and \( Q(x, y) \) shall be functions analytic within a domain \( D \) of the \( x, y \)-plane. Thus, by the theory of limits, there will exist functions:

\[
x = x(t), \quad y = y(t), \tag{2}
\]

for a range \( T \) of the variable \( t \), which satisfy equations (1).

Equations (2) define parametrically a curve in the \( x, y \)-plane. Since \( t \) appears only implicitly in the equations of the original system, the
differential equation of this curve is obtained by dividing one equation in (1) by the other. We thus get the following equation of first order:

$$\frac{dy}{dx} = \frac{P(x,y)}{Q(x,y)}.$$  

(3)

Assuming the existence of a solution of this equation throughout some domain \(D\), let us denote it by the following function:

$$f(x,y)=0.$$  

(4)

It is customary in nonlinear mechanics to refer to the \(x,y\)-plane as the \textit{phase plane}, and any graphical representation of equation (4) as a \textit{phase trajectory}.

It is readily proved that both \(x(t)\) and \(y(t)\) are the solutions of differential equations of second order. To see this, let us assume that the first equation in (1) has been solved explicitly for \(x\) in terms of \(y\) and \(\dot{y}\), and the second equation has been solved for \(y\) in terms of \(x\) and \(\dot{x}\), that is

$$x = \psi(y,\dot{y}), \quad y = \phi(x,\dot{x}),$$  

(5)

where we now use the customary notation of mechanics: \(dx/dt = \dot{x}\), \(dy/dt = \dot{y}\).

Let us now differentiate the first equation in (1). We thus get

$$\ddot{y} = P_x(x,y)\dot{x} + P_y(x,y)\dot{y},$$  

(6)

where \(P_x(x,y)\) and \(P_y(x,y)\) denote the partial derivatives of \(P(x,y)\). If we now replace \(\dot{x}\) by \(Q(x,y)\) from (1) and replace \(x\) by \(\psi(y,\dot{y})\) from (5), we obtain the following differential equation of second order of which \(y = y(t)\) is a solution:

$$\ddot{y} = P_y(\psi,y)\dot{y} + P_x(\psi,y)Q(\psi,y).$$  

(7)

A similar procedure for the second equation in (1) leads to the following differential equation satisfied by \(x = x(t)\):

$$\ddot{x} = Q_x(x,\phi)\dot{x} + Q_y(x,\phi)P(x,\phi).$$  

(8)

As an example we shall derive the equation in \(y\) from the following system:

$$\dot{y} = -y + xy = P(x,y), \quad \dot{x} = x - xy = Q(x,y).$$

We thus compute:

$$x = 1 + \dot{y}/y = \psi(y,\dot{y}), \quad P_x = y, \quad P_y = 1 - x = -\dot{y}/y, \quad Q(\psi,y) = (y + \dot{y})(1 - y)/y.$$  

When these values are substituted in (7), we obtain the following equation:

$$y\ddot{y} = \dot{y}^2 + (y - y^2)\dot{y} + y^2 - y^3.$$  

(9)
2. A Preliminary Example

It will be instructive to investigate in some detail the following set of equations, which presents many of the problems encountered in more general systems:

\[
\frac{dx}{dt} = Cx + Dy, \quad \frac{dy}{dt} = Ax + By. \tag{1}
\]

The multipliers of \(x\) and \(y\) are constants.

If \(dy/dt = \dot{y}\) is divided by \(dx/dt = \dot{x}\), we obtain the differential equation of the phase trajectories as follows:

\[
\frac{dy}{dx} = \frac{Ax + By}{Cx + Dy}, \quad BC - AD \neq 0. \tag{2}
\]

This equation has been extensively discussed in Chapter 2, but it will now be important to examine the relationship of its solution to that of system (1).

For this purpose we now obtain the differential equations satisfied separately by \(x(t)\) and \(y(t)\), namely, those given by (7) and (8) of Section 1. For system (1) these equations are found to be identical. Thus we find that \(x(t)\) is a solution of the linear equation:

\[
\ddot{x} - (B+C)\dot{x} + (BC - AD)x = 0. \tag{3}
\]

Since \(y\), as well as \(x\), is also a solution of (3), we thus obtain the following explicit expressions for the two functions:

\[
x = a e^{\lambda_1 t} + b e^{\lambda_2 t}, \quad y = c e^{\lambda_1 t} + d e^{\lambda_2 t}, \tag{4}
\]

where the multipliers are arbitrary constants and \(\lambda_1\) and \(\lambda_2\) are roots of the quadratic equation:

\[
\begin{vmatrix}
C - \lambda & A \\
D & B - \lambda
\end{vmatrix} = \lambda^2 - (B + C)\lambda + BC - AD = 0. \tag{5}
\]

Equation (5), called the characteristic equation of system (1), has already been encountered in Chapter 2. It now assumes a major position in the definition of the categories into which the solution of equation (2) can be placed.

If equations (4) are now solved for \(\exp(\lambda_1 t)\) and \(\exp(\lambda_2 t)\) in terms of \(x\) and \(y\) and logarithms taken of both sides of the solutions, we get

\[
\lambda_1 t = \log k(dx - by), \quad \lambda_2 t = \log k(ay - cx), \quad k^{-1} = ad - bc = \Delta. \tag{6}
\]
These equations define the phase trajectories in terms of the parameter $t$. If $t$ is eliminated, then we obtain the equation of the trajectories in the following form:

$$(dx - by) = K(ay - cx)^{\lambda_1/\lambda_2}, \quad K = \Delta^{1-\lambda_1/\lambda_2}. \quad (7)$$

This equation is identical with the one obtained in Chapter 2 by the direct solution of equation (2). The apparent existence of four arbitrary constants is an illusion, since the general solution of (2) introduces only one arbitrary parameter. The constant $K$ is a function of $k$ and hence of the four parameters: $a$, $b$, $c$, and $d$, but it will not be important in our discussion at this point to indicate the explicit relationships between the parameters.

Let us now write equation (7) in the following form:

$$w = Kz^{\lambda_1/\lambda_2}, \quad (8)$$

where we abbreviate:

$$w = dx - by, \quad z = ay - cx. \quad (9)$$

If we assume that $ad - bc = 1$, then equations (9) define a rotation of axes. The $w, z$-axes will be orthogonal to the $x, y$-axes if we impose the further restrictions that $ab + cd = 0$, but this we shall not assume. It will be observed that both axes pass through the origin, which is a singular point of equation (2).

We shall now consider the character of the curve defined by (8) as it is related to the roots of the characteristic equation. We shall consider several special cases as follows:

**Case I. Both roots real, unequal, and negative.** Referring to equation (4) we see that as $t$ moves from $-\infty$ to $+\infty$, $x$ and $y$ decrease and approach zero as a limit. The motion thus described we shall call stable. Equation (8) represents a family of curves with a common nodal point at the origin. At this point the curves are tangent to the $z$-axis, which means that the corresponding curves in the $x, y$-plane are tangent to the line: $ay = cx$.

An example, illustrating this case, is shown in Figure 1. The function $w = Kz^{\lambda_2}$ is represented for various values of $K$. Since the characteristic equation is assumed to have the roots: $\lambda_1 = -4$ and $\lambda_2 = -3$, the motion is stable and the arrows indicate that the point $(x, y)$ moves toward the origin as $t \to \infty$.

**Case II. Both roots real, unequal, and positive.** In this case we see from equation (4) that $x$ and $y$ are zero when $t = -\infty$ and increase without limit as $t \to +\infty$. The motion is thus characterized as unstable. But as in Case I equation (8) represents a family of curves with a common nodal point at the origin.
Figure 1, which shows curves under Case I, can equally well be used to illustrate Case II. If we assume that $\lambda_1 = +4$ and $\lambda_2 = +3$, the same curves are obtained. But in this case the arrows will be reversed and the point $(x,y)$ moves away from the origin as $t \to \infty$.

Another example is supplied by Figure 2, which shows two trajectories originating at the nodal point 0. Their equations are given by

$$y - 2x = K(y - x)^{4/3},$$

where $K=1$, and $-1$ respectively. The differential equation is

$$\frac{dy}{dx} = \frac{2x + 2y}{5x - y},$$

and the roots of the characteristic equation are 3 and 4. The motion is thus unstable, as is indicated by the direction of the arrows.

The equations which define the motion in the two cases are as follows:

$$K = 1:\begin{align*}
x &= -(e^{4t} + e^{3t}), \\
y &= -(e^{4t} + 2e^{3t});
\end{align*}$$

$$K = -1:\begin{align*}
x &= e^{3t} - e^{4t}, \\
y &= 2e^{3t} - e^{4t}.
\end{align*}$$

(12)
It will be seen from these equations that the two trajectories are tangent to the line $y=2x$ at the nodal point.

**Case III. Both roots real, but differing in sign.** It is clear from (4) that in general both $x$ and $y$ will increase toward infinity as $t$ approaches either $+\infty$ or $-\infty$. Hence the motion is unstable. Equation (8) now represents a family of curves of hyperbolic type for which $w$ is infinite when $z=0$.

Figure 3 illustrates Case III. The curves are representations of the function $w=Kz^{-\omega}$ for various values of $K$. The roots of the characteristic equation are respectively $-4$ and $3$ and the motion is unstable. The point $0$ is called a **saddle point**.

**Figure 3**

**Case IV.** The roots are conjugate complex numbers, the real part of which is positive, that is to say, $\lambda_1=\lambda+\mu i$, $\lambda_2=\lambda-\mu i$, $\lambda>0$. Referring now to Section 5, Chapter 2, we see that equation (8) is replaced by the following:

$$\mu \log r = \lambda \arctan \frac{v}{u} + k,$$

(13)

where we write: $u=Cx+Dy-\lambda x$, $v=\mu x$, $r^2=u^2+v^2$. Equation (13) thus represents a family of spirals. Equations (4) are now replaced by the following.

$$x=ae^{\lambda t} \cos (\mu t+b), \quad y=ce^{\lambda t} \cos (\mu t+d).$$

(14)

The motion is observed to be unstable since the amplitudes increase toward $+\infty$ as $t \to +\infty$. In this case and the next the singular point is often called a **focus**.
Figure 4 illustrates this case. The curves shown in the figure for two values of $K$ have the equation:

$$ r = Ke^{p't}, \quad p = 1/2\pi, $$  \hspace{1cm} (15)

where $\lambda_1 = p + i$, $\lambda_2 = p - i$. Since $p$ is a positive number, the motion is unstable, and the spirals unwind from the origin.

**Case V.** The roots are conjugate complex numbers the real part of which is negative. Referring to Case IV, we see that the phase trajectories are spirals, but in this case the motion is **stable**, since $\lambda < 0$, and the amplitudes of the motion described by equations (14) diminish toward zero as $t \to +\infty$.

This case is also illustrated by Figure 4 and the curves defined by equation (15). If $p$ is now a negative number, let us say, $p = -1/2\pi$, then the spirals wind in toward the origin as $t \to \infty$, and the motion is stable.

**Case VI.** The roots are pure imaginaries, that is to say, $\lambda_1 = \mu i$, $\lambda_2 = -\mu i$. Referring to Section 5, Chapter 2, we see that the phase trajectories are a family of ellipses given by the equation:

$$ Ax^2 + 2Bxy - Dy^2 = K, \quad -AD > B^2. $$  \hspace{1cm} (16)

The motion is thus a stable one about the origin, which is now called a vortex point.

This case is illustrated by Figure 5, which represents graphically the ellipses:

$$ x^2 - 2xy + 3y^2 = K, $$  \hspace{1cm} (17)

derived as solutions of the equation:

$$ \frac{dy}{dx} = \frac{x-y}{x-3y}.$$
The characteristic roots are $\pm \sqrt{2} i$ and the major axis makes an angle: $\theta = \pi/8$ with the $x$-axis. The origin is a vortex point.

**Case VII.** The roots are equal. In this case equations (4) are replaced by the following:

$$x = e^{\lambda t}(a + bt), \quad y = e^{\lambda t}(c + dt).$$ \hspace{1cm} (18)

The motion is thus seen to be stable if $\lambda = \frac{1}{2} (B+C) < 0$ and unstable if $\lambda > 0$. The phase trajectories may be straight lines, parabolas, or somewhat complicated logarithmic curves. These various cases are described in Section 5 of Chapter 2. Since the roots are equal, the constants in equation (2) must satisfy the condition:

$$(B-C)^2 + 4AD = 0.$$ \hspace{1cm} (19)

Figure 6 illustrates this case. The equation of the trajectories is the following:

$$y = x(K + \log x),$$ \hspace{1cm} (20)

which is derived from equation (2) by assuming: $A = B$, $B = C$, $D = 0$.

The two roots are equal to $B$. The equations defining the motion are respectively:

$$\frac{dx}{dt} = Ax, \quad \frac{d^2y}{dt^2} - 2B \frac{dy}{dt} + B^2y = 0.$$ \hspace{1cm} (21)

If $B$ is assumed to be negative, the motion is stable as shown in the figure. But if $B$ is positive, the motion is unstable.
3. The Stability Theorem

The significance of the preliminary example given in the preceding section becomes apparent when we consider what is called the stability theorem of nonlinear mechanics.

We shall consider the following system:

$$\frac{dy}{dt} = P(x,y), \quad \frac{dx}{dt} = Q(x,y),$$  \hspace{1cm} (1)

where $P(x,y)$ and $Q(x,y)$ are functions analytic in a domain $D$ of the $x,y$-plane.

We now make the transformation: $x = \xi + \eta, \quad y = \eta + q$, and thus obtain

$$\frac{d\eta}{dt} = P(\xi + \eta, \eta + q) = P(p,q) + \xi P_x(p,q) + \eta P_y(p,q)$$

$$+ \frac{1}{2!} \left[ \xi^2 P_{xx}(p,q) + 2\xi\eta P_{xy}(p,q) + \eta^2 P_{yy}(p,q) \right] + \ldots,$$

$$\frac{d\xi}{dt} = Q(\xi + \eta, \eta + q) = Q(p,q) + \xi Q_x(p,q) + \eta Q_y(p,q)$$

$$+ \frac{1}{2!} \left[ \xi^2 Q_{xx}(p,q) + 2\xi\eta Q_{xy}(p,q) + \eta^2 Q_{yy}(p,q) \right] + \ldots$$

(2)

The singular points of (1) are the intersections of the curves

$$P(p,q) = 0, \quad Q(p,q) = 0.$$  \hspace{1cm} (3)

If one of these singular points is the point $P_0 = (p_0,q_0)$, then the characteristic equation of the system with respect to this point is the following:

$$\Delta(\lambda) = \begin{vmatrix} C-\lambda & A \\ D & B-\lambda \end{vmatrix} = \lambda^2 - (B+C)\lambda + BC - AD = 0,$$  \hspace{1cm} (4)
where we adopt the abbreviations:

\[ A = P_x(p_0, q_0), \quad B = P_y(p_0, q_0), \quad C = Q_x(p_0, q_0), \quad D = Q_y(p_0, q_0). \]

The stability theorem* then asserts:

In the neighborhood of a singular point \( P_0 \) of system (1), the stability characteristics of the solution are determined by the characteristic roots of equation (4) in the same sense as they characterize the solutions of the linear system as set forth in the various cases described in Section 2.

To prove this let us write equation (2) as follows:

\[
\frac{d\eta}{dt} = A\xi + B\eta + \phi(\xi, \eta), \\
\frac{d\xi}{dt} = C\xi + D\eta + \psi(\xi, \eta).
\]

(5)

We now introduce the transformation:

\[
\eta = -Du - (C - \lambda)v, \\
\xi = -(B - \mu)u - Av,
\]

(6)

where \( \lambda \) and \( \mu \) are assumed to be distinct roots of \( \Delta(\lambda) = 0 \), defined by (4).

When this transformation is made on (5), we obtain:

\[
Du + (C - \lambda)v = [CD + D(B - \mu)]u + [C(C - \lambda) + AD]v - \phi^*(u, v), \\
(B - \mu)u + Av = [AD + B(B - \mu)]u + [A(C - \lambda) + AB]v - \psi^*(u, v),
\]

(7)

where \( \phi^*(u, v) \) and \( \psi^*(u, v) \) are respectively the functions \( \phi(\xi, \eta) \) and \( \psi(\xi, \eta) \) in the new variables and where \( \dot{u} \) and \( \dot{v} \) are derivatives with respect to \( t \).

Eliminating \( \dot{v} \), and making use of the relationships: \( \lambda + \mu = B + C \), \( \lambda\mu = BC - AD \), we obtain:

\[
\Delta(\lambda, \mu)\dot{u} = \lambda\Delta(\lambda, \mu)u - A\Delta(\lambda)v - A\phi^* + (C - \lambda)\psi^*,
\]

(8)

where we have

\[
\Delta(\lambda, \mu) = AD - (C - \lambda)(B - \mu) = B\lambda + C\mu - 2\lambda\mu, \\
= \mu^2 + B(\lambda - \mu) - \lambda\mu = (\lambda - \mu)(B - \mu) = (\lambda - \mu)(\lambda - C).
\]

(9)

*This is also known as the theorem of Liapounoff.
Since \( \Delta(\lambda) = 0 \), we get from (8) and (9):

\[
\dot{u} = \lambda u + \frac{1}{\lambda - \mu} \left[ \frac{A}{\lambda - C} \phi - \psi \right].
\]

(10)

By a similar analysis, in which we eliminate \( \dot{u} \) from (7) and reduce the resulting equation, we obtain the following expression for \( \dot{v} \):

\[
\dot{v} = \mu v + \frac{1}{\lambda - \mu} \left[ \phi - \frac{D}{\lambda - C} \psi \right].
\]

(11)

If we now multiply (10) by \( u \) and (11) by \( v \) and add the two equations, we obtain an equation which can be written conveniently as follows:

\[
\frac{d\rho^2}{dt} = 2(\lambda u^2 + \mu v^2) + f(u, v) = F(u, v),
\]

(12)

where \( \rho^2 = u^2 + v^2 \) and \( f(u, v) \) is a function which vanishes together with its derivatives of first and second orders at the point \( P_0 = (0, 0) \).

Let us now consider the surface,

\[ z = F(u, v). \]

Computing the first and second derivatives of \( z \) at \( P_0 \), we have

\[ z_u = z_v = 0, \quad z_{uu} = 2\lambda, \quad z_{vv} = 2\mu, \quad z_{uv} = 0, \]

whence it follows that

\[
\Delta = z_{uu}z_{vv} - (z_{uv})^2 = 4\lambda \mu.
\]

(13)

We shall now consider five cases: I. Both roots real and positive. II. Both roots real and negative. III. Both roots real, but differing in sign. IV. Both roots conjugate complex numbers. V. Both roots pure imaginaries.

I. When both roots are real and positive we see from (13) that \( z \) has a minimum value at \( P_0 \). Let us now represent the point \((u, v)\) in polar coordinates:

\[
u = \rho \cos \theta, \quad v = \rho \sin \theta,
\]

(14)

where both \( \rho \) and \( \theta \) are functions of \( t \), and let us consider the motion thus defined in the neighborhood of the origin. It will be convenient to enclose this neighborhood within a circle \( C \) of radius \( \xi_0 \). The trajectory is schematically shown in Figure 7.
Since our interest is primarily in the stability of the motion, we shall consider only the radial velocity: \( v_0 = \frac{d\rho}{dt} \). When the transformation defined by (14) is made in (12), the following equation is obtained:

\[
\frac{d\rho}{dt} = \lambda \rho (1 - k \sin^2 \theta) + \rho g(\rho, \theta),
\]

where \( k = 1 - \mu/\lambda \) and \( g(\rho, \theta) \) vanishes at least to the first degree as \( \rho \to 0 \).

Integrating (15) from some initial point \( C \), we now have

\[
\int_{\rho_0}^{\rho} \frac{d\rho}{\rho} = \log \rho - \log \rho_0 = \int_{t_0}^{t} [\lambda (1 - k \sin^2 \theta) + g(\rho, \theta)] \, dt.
\]

Since \( \lambda \) and \( \mu \) have been assumed to be distinct roots, one is greater than the other. If we assume that \( \lambda \) is the larger value, and if both have the same sign, then \( k < 1 \). Since \( g(\rho, \theta) \) vanishes at least to the first degree in \( \rho \), the radius \( \xi \) of \( C \) can be so chosen that \( g(\rho, \theta) \) remains arbitrarily small within the circle: From the theorem of mean value for integrals we then have

\[
\log \rho - \log \rho_0 = [\lambda (1 - k \sin^2 \theta_1) + \epsilon](t - t_0),
\]

where \( \theta_1 \) is some value between 0 and \( 2\pi \), and \( \epsilon \) is arbitrarily small.

From this it is clear that when \( \lambda > 0 \), as was assumed, \( \rho \) increases as \( t \) increases and will ultimately reach the boundary of \( C \). The motion is thus to be characterized as an unstable spiral about the singular point \( P_0 \).

II. When both roots are real and negative, then from (13) we see that \( z \) has a minimum value at \( P_0 \). Without changing the argument given in Case I, we arrive at equation (17). Now, however, we assume that \( \lambda < 0 \). As \( t \) increases, the right-hand member of (17)
approaches $-\infty$, from which we conclude that $\rho \to 0$. Thus the motion is stable and $P_0$ is a stable nodal point.

III. When both roots are real, but differ in sign from one another, then at the point $P_0$ the surface $z = F(u, v)$ has a saddle point.*

In order to investigate the trajectory within the circle $C$ of Figure 7, we now take the derivative of (12) from which we have

$$\frac{d^2 \rho^2}{dt^2} = 4 \left( \lambda u \frac{du}{dt} + \mu v \frac{dv}{dt} \right) + f_u(u, v) \frac{du}{dt} + f_v(u, v) \frac{dv}{dt}. \tag{18}$$

Replacing $du/dt$ and $dv/dt$ by their values from (10) and (11) respectively, we then get

$$\frac{d^2 \rho^2}{dt^2} = 4 (\lambda^2 u^2 + \mu^2 v^2) + G(u, v), \tag{19}$$

where $G(u, v)$ is a function whose first and second derivatives vanish at $P_0$.

Observing that

$$\frac{d^2 \rho^2}{dt^2} = 2 \rho \frac{d^2 \rho}{dt^2} + 2 \left( \frac{d\rho}{dt} \right)^2,$$

we can compute $d^2 \rho/dt^2$ from (19) and (15). A simple calculation yields the following:

$$\frac{d^2 \rho}{dt^2} = \rho \lambda^2 [(1 - k \sin^2 \theta)^2 + 2k^2 \sin^2 \theta \cos^2 \theta] + \rho \ h(\rho, \theta), \tag{20}$$

where $h(\rho, \theta)$ vanishes at least to the first degree as $\rho \to 0$.

If we now consider a point within the circle $C$ of Figure 7 and observe that $h(\rho, \theta)$ can be made arbitrarily small by an appropriate choice of $\xi$, then $d^2 \rho/dt^2$ is positive except at $P_0$ where it vanishes. By an argument similar to that already given in Case I, we can now show that $d\rho/dt$ is also positive. Hence the radial distance of $P$ from $P_0$ will increase as $t$ increases. Moreover, the rate of this increase will be positive. We thus see that the motion is unstable. In this case, $P_0$ is called a saddle point.

IV. If $\mu$ and $\lambda$ are conjugate complex numbers, let us say $a + bi$ and $a - bi$ respectively, we transform equations (10) and (11) by writing

$$u = U + iV, \quad v = U - iV. \tag{21}$$

*If $P_0$ is a minimum point on the surface $z = F(u, v)$, the surface will lie above its tangent plane in the neighborhood of the point, that is to say, the surface is concave up. But if $P_0$ is a maximum point, then the surface will lie below its tangent plane and is concave down. In both cases, at the point, $z_{xx} - z_{xy} = 0$, and $\Delta$, given by (13), is positive. But if $z_{xx} - z_{xy} = 0$, and $\Delta$ is negative, then the surface will lie partly above and partly below its tangent plane at $P_0$. It is thus neither concave up nor concave down, but saddle shaped. The point is thus referred to as a saddle point.
We thus get
\[ \dot{U} + \dot{V} = aU - bV + i(aV + bU) + \ldots, \]
\[ \dot{U} - \dot{V} = aU - bV - i(aV + bU) + \ldots \]  
(22)

When these equations are first added and then subtracted there results
\[ \dot{U} = aU - bV + F_1(U,V), \quad \dot{V} = aV + bV + F_2(U,V), \]  
(23)
where \( F_1 \) and \( F_2 \) are functions which vanish, together with their first derivatives, at \( P_0 \).

Forming the sum: \( U\dot{U} + V\dot{V} \), and using the abbreviation: \( R^2 = U^2 + V^2 \), we obtain the equation:
\[ \frac{dR^2}{dt} = 2aR^2 + UF_1(U,V) + VF_2(U,V). \]  
(24)

If we now make the transformation: \( U = R \cos \phi, \quad V = R \sin \phi \), equation (24) reduces to
\[ \frac{dR}{dt} = aR + RH(R,\phi), \]  
(25)
where \( H(R,\phi) \) vanishes at least to the first degree as \( R \to 0 \).

The argument of Case I is now applicable and the stability of the solution is seen to depend upon the sign of \( a \). When \( a \) is negative, the solution is stable and when \( a \) is positive, it is unstable. The singular point is called a focus.

V. If both \( \lambda \) and \( \mu \) are pure imaginaries, then \( a \) in equation (25) is zero and we have
\[ \frac{dR}{dt} = RH(R,\phi). \]  
(26)

Since the right-hand member can be made arbitrarily small within the circle \( C \) of Figure 7 by proper choice of \( \xi \), \( R \) will be nearly constant. Thus as \( t \) increases the trajectory remains within \( C \) and a vortex motion is defined. This, however, is very far from assuming that the solution will be periodic, as we shall show later. When the trajectories are closed the vortex point is often called a center.

4. An Application of the Stability Theorem

We shall now consider the system (1) of Section 3 in which \( P(x,y) \) and \( Q(x,y) \) are general quadratic functions. We thus write
\[ \frac{dy}{dt} = P(x,y), \quad \frac{dx}{dt} = Q(x,y), \]  
(1)
where we have explicitly
\[
P(x,y) = E + Ax + By + Lx^2 + My + Ny^2,
\]
\[
Q(x,y) = F + Cx + Dy + Gx^2 + Hxy + Ky^2.
\]  \(\text{(2)}\)

In these functions \(E, F\), and the coefficients of the variable terms are assumed to be constants.

Although we have already introduced this system in Chapter 5, we shall examine it more critically here. By means of the transformation:
\[
x = \xi + p, \quad y = \eta + q,
\]  \(\text{(3)}\)
we obtain the following system:
\[
\frac{d\eta}{dt} = E + Ap + Bq + Lp^2 + Mpq + Nq^2 + (A + 2Lp + Mp)\xi + (B + 2Np + Mq)\eta + L\xi^2 + M\xi\eta + N\eta^2,
\]
\[
\frac{d\xi}{dt} = F + Cp + Dq + Gp^2 + Hpq + Kq^2 + (C + 2Gp + Hq)\xi + (D + Hp + 2Kq)\eta + G\xi^2 + H\xi\eta + K\eta^2.
\]  \(\text{(4)}\)

The singular points are given by the intersections of the conics
\[
Lp^2 + Mpq + Nq^2 + Ap + Bq + E = 0,
\]
\[
Gp^2 + Hpq + Kq^2 + Cp + Dq + F = 0.
\]  \(\text{(5)}\)

There are thus, in general, four singular points, but not all of these may be real. In certain degenerate cases, the number of points may be less than four. Let us denote the singular points by \(P_i = (p_i, q_i)\), \(i = 1, 2, 3, 4\).

In the discussion which follows we shall limit ourselves to the case where the singular points are real. From the stability theorem of the preceding section, the nature of the solution in the neighborhood of the singular points is determined by the roots of the equation:
\[
\begin{vmatrix}
C' - \lambda & A' \\
D' & B' - \lambda
\end{vmatrix} = \lambda^2 - (B' + C')\lambda + B'C' - A'D' = 0,
\]  \(\text{(6)}\)

where we write:
\[
A' = A + 2Lp + Mq, \quad B' = B + Mp + 2Nq,
\]
\[
C' = C + 2Gp + Hq, \quad D' = D + Hp + 2Kq.
\]  \(\text{(7)}\)
We shall now examine several special cases from the point of view of the stability theorem.

Example 1. We shall now consider Volterra's equation, the stable, periodic solution of which was given in Chapter 5. It will be sufficient for our purpose to consider the following special case:

\[
\frac{dx}{dt} = 2x - 2xy, \quad \frac{dy}{dt} = -y + xy. \tag{8}
\]

Equations (5) reduce to the degenerate conics,

\[
2p - 2pq = 0, \quad -q + pq = 0, \tag{9}
\]

which, as shown in Figure 8, intersect in the two points: \(P_1 = (0,0)\) and \(P_2 = (1,1)\).
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At \(P_1\) equation (6) reduces to \((\lambda + 1)(\lambda - 2)\). Since both roots are real, but differ in sign, this singular point is a stable saddle point.

At \(P_2\) we have \(A' = 1, \ B' = C' = 0, \ D' = -2\), and equation (6) becomes: \(\lambda^2 + 2 = 0\). Since both roots are imaginary, this singular point is a vortex point.

The solution in the neighborhood of \(P_2\) has been adequately discussed in Chapter 5. It is graphically represented in the first quadrant of Figure 9. We turn, therefore, to an examination of the solution about \(P_1\).

It will be recalled from the previous treatment that the equation of the phase trajectories was found explicitly to be

\[
\eta = C\xi, \tag{10}
\]

where we wrote: \(\eta = e^x/x, \ \xi = (ye^{-2})^2\), and \(C\) is an arbitrary constant. The function \(\eta(x)\) has a minimum value of \(e\) at \(x = 1\) and \(\xi(y)\) has a maximum value of \(e^{-2}\) at \(y = 1\). Let us denote these respectively by \(\eta_0\) and \(\xi_0\).
The functions $\eta(x)$ and $\xi(y)$ are represented graphically in Figure 10. From (a) and (b) of that figure we see that real positive values of $x$ and $y$, that is to say, points in the first quadrant of Figure 9, will satisfy equation (10) if and only if $C \geq \eta_0/\xi_0 = e^2 = 20.09$.

If, however, the point $(x,y)$ is in the second quadrant of Figure 9 ($x<0$, $y>0$), it is evident from (b) and (c) of Figure 10, that equation (10) will have no real solution unless $C<0$. It is also clear that in this case there will be two values of $y$ corresponding to each value of $x$ on each phase trajectory.

When the point $(x,y)$ is in the third quadrant ($x<0$, $y<0$), it is observed from (c) and (d) of Figure 10 that (10) will have no real solutions unless $C<0$. In this case there will correspond only one value of $y$ to each value of $x$.

Finally, when $(x,y)$ is in the fourth quadrant ($x>0$, $y<0$), it is clear from (a) and (d) of Figure 10 that real solutions of (10) will exist only if $C>0$. It is also seen that for every value of $x$ there will correspond a unique value of $y$.

The phase trajectories in each of the four quadrants are shown in Figure 9. The integral curves: $y=y(t)$, $x=x(t)$, and their first derivatives, which correspond to the phase trajectory marked $A$ in Figure 9, are shown in Figure 11. The numerical computation of these curves is tedious, but can be made by the methods described earlier in Chapter 5. It has been found simpler to obtain the trajectories given in Figure 9 and the integral curves in Figure 11 by use of an analogue computer.
If we now examine Figure 9 as a whole, we observe that the phase curves are separated into four distinct families by the $x$- and $y$-axes. As we have said earlier in Chapter 10, such a separation is commonly observed in many nonlinear problems. It is convenient to refer to such a curve (or curves), which thus separate the families of solutions, as a *separatrix*. The equations of the separatrix are usually very difficult to determine, since they depend upon critical values of the arbitrary constant. In the present instance, the equations $x=0$ and $y=0$, which separate the families of solutions, correspond respectively to $C=\infty$ and $C=0$.

**Example 2.** We shall consider next the following system:

\[
\frac{dx}{dt} = x + y + x^2 + y^2, \quad \frac{dy}{dt} = x - y - x^2 + y^2. \tag{11}
\]

Equations (5) reduce to a circle and two intersecting straight lines, namely:

\[
\left( p + \frac{1}{2} \right)^2 + \left( q + \frac{1}{2} \right)^2 = \frac{1}{2}, \quad (p-q)(p+q-1)=0. \tag{12}
\]

Their intersections give two real points: $P_1=(0,0)$, $P_2=(-1,-1)$ and two complex points: $P_3=(-\omega,-\omega)$, $P_4=(-\omega^2,-\omega)$, where $\omega$ is a complex cube root of 1. Since our interest is in real trajectories, we shall not be concerned with $P_3$ and $P_4$.

At $P_1$ equation (6) reduces to $\lambda^2 - 2 = 0$, and since the roots are real, but differ in sign, the motion in the neighborhood of $P_1$ is unstable and of hyperbolic type.

At $P_2$ we have $A'=3$, $B'=-3$, $C'=-1$, $D'=-1$, from which we derive equation (6): $\lambda^2 + 4\lambda + 6 = 0$. Since the roots, $\lambda = -2 \pm \sqrt{2}i$, are conjugate imaginaries with real part negative, the motion in the neighborhood of $P_2$ is a stable spiral.

These conclusions are seen to be verified in Figure 12, which shows the phase trajectories in the neighborhood of the two singular points. These trajectories were obtained by the use of an analogue computer.

The *separatrix* in this case is of considerable interest. This curve appears to consist of three branches presumably emerging from the neighborhood of $P_1$, two of which separate the spirals from the hyperbolic curves, and one of which separates the unstable trajectories which emerge respectively from the second and third quadrants.

The equations of motion, that is, $x=x(t)$, $y=y(t)$, together with their first derivatives, are graphically represented in Figure 13. The curves denoted by (a) correspond to the phase trajectory marked (1) in Figure 12 and those denoted by (b) correspond to the phase trajectory marked (2). The origins of time in both cases are at points outside of the area shown in Figure 12.
The graphical representations of the equations given in (12) are shown in Figure 12, where they are denoted respectively by (A) and (B). The circle (A) defines a locus at every point of which the slopes of the phase curves are infinite. Similarly, the two lines (B) define loci at each point of which the slopes of the phase curves are zero.
Exceptions, of course, are the singular points, $P_1$ and $P_2$, which lie on each locus.

**Example 3.** The following system

$$\frac{dx}{dt} = -5x + 6y + x^2 - 3xy + 2y^2; \quad \frac{dy}{dt} = -7x - 14y + 2x^2 - 5xy + 4y^2, \quad (13)$$

has the following four real singular points:

- $P_1 = (0, 0),$
- $P_2 = (-4, -6),$
- $P_3 = (3\sqrt{2} - 2, \sqrt{2} - 3),$
  \[= (2.2426, -1.5858),\]
- $P_4 = (-3\sqrt{2} - 2, -\sqrt{2} - 3),$
  \[= (-6.2426, -4.4142).\]

These points are shown graphically in Figure 14, where they appear as the intersections of the ellipse ($A$), defined by the equation:

$$2x^2 - 5xy + 4y^2 - 7x + 14y = 0, \quad (14)$$

with the hyperbola ($B$), defined by

$$x^2 - 3xy + 2y^2 - 5x + 6y = 0. \quad (15)$$

The characteristic equations, computed from (6) and (7), which correspond to the four points, are the following:

- At $P_1$: $\lambda^2 - 9\lambda - 28 = 0; \; \lambda = 4.5 \pm \frac{1}{2} \sqrt{193};$
- At $P_2$: $\lambda^2 + 9\lambda - 28 = 0; \; \lambda = 4.5 \pm \frac{1}{2} \sqrt{193};$
- At $P_3$: $\lambda^2 + 4\sqrt{2}\lambda + 28 = 0; \; \lambda = -2\sqrt{2} \pm 2\sqrt{21}i;$
- At $P_4$: $\lambda^2 - 4\sqrt{2}\lambda + 28 = 0; \; \lambda = 2\sqrt{2} \pm 2\sqrt{21}i. \quad (16)$

An inspection of the cases enumerated in Section 2 shows us that the four singular points have the following characteristics, which determine the form of the phase trajectories in their neighborhoods:

- $P_1$: An unstable saddle point, since the characteristic roots are real, but differ in sign. (Case III.)
- $P_2$: An unstable saddle point, since the roots are real, but differ in sign. (Case III.)
$P_3$: A stable spiral point, since the roots are complex numbers the real part of which is negative. (Case V.)

$P_4$: An unstable spiral point, since the roots are complex numbers the real part of which is positive. (Case IV.)
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It will be seen from an inspection of Figure 14 that these characteristics are confirmed by the trajectories. One also observes that the slopes of the trajectories are zero where they intersect the ellipse $(A)$ and infinite where they intersect the hyperbola $(B)$.

**Example 4.** The following system:

\[
\frac{dx}{dt} = -2x + 3y + 8x^2 - 5xy - 4y^2, \quad \frac{dy}{dt} = -2x + 2y + 5x^2 + xy - 6y^2, \quad (17)
\]

has two complex singular points and two real singular points: \( P_1 = (0,0) \) and \( P_2 = (1,1) \), which are the intersections of the hyperbola defined by the equation:

\[
8x^2 - 5xy - 4y^2 - 2x + 3y = 0, \quad (18)
\]

and the intersecting lines given by

\[
5x^2 + xy - 6y^2 - 2x + 2y = (5x + 6y - 2)(x - y) = 0. \quad (19)
\]
Their graphs, shown in Figure 15, are denoted respectively by (A) and (B).

The characteristic equations, computed by (6) and (7), are found to be the following: At $P_1$: $\lambda^2 + 2 = 0$; at $P_2$: $\lambda^2 + 9 = 0$.

Since the characteristic roots are pure imaginaries in both cases, we have Case V of Section 3 and thus the points are vortex points. This conclusion is justified by the phase trajectories shown in Figure 15.

But we observe an interesting phenomenon. The vortices are not closed as they were in Example 1 and the motion thus described is not periodic. It is thus evident that other conditions must be imposed upon the coefficients of $P(x,y)$ and $Q(x,y)$ if periodicity is to be a property of the motion defined by equations (1).

5. Limit Cycles

Although the theory which we have described above is sufficient to determine the singular points of the system

$$\frac{dy}{dt} = P(x,y), \quad \frac{dx}{dt} = Q(x,y),$$

(1)
and to characterize the stability or instability of the solution in the neighborhood of these points, our information about the solution is still very far from complete.

A conspicuous property of nonlinear equations is the existence in the phase plane in certain cases of limit cycles. These important configurations we have already introduced, although somewhat superficially, in Chapter 12. They are stable closed curves, independent of initial conditions, toward which solutions tend in an asymptotic sense, or from which they unwind, as it were, as \( t \) tends toward plus or minus infinity.

Limit cycles are of much interest, because they are either themselves closed solutions of the equation

\[
\frac{dy}{dx} = \frac{P(x,y)}{Q(x,y)},
\]

or are the asymptotic limits of such solutions. The existence of periodic solutions of equations (1) is thus established when the existence of limit cycles has been proved. The converse is not true, however, as one sees from the simple system: \( x' = y, \ y' = -x \), which has periodic solutions, but no limit cycle. The limit cycle has been replaced by a system of vortex cycles instead.

The nature of limit cycles and some of the difficulties encountered in finding them can be understood by examples.

**Example 1.** An instructive illustration is furnished by the problem of pursuit in the circular case, as described in Section 9 of Chapter 5.

The differential equations describing the path of the pursuer are the following:

\[
\frac{d\phi}{d\theta} = \frac{a}{\rho} \cos \phi - 1, \quad \frac{d\rho}{d\theta} = a \sin \phi - ka,
\]

where the variables are those shown in Figure 16 and \( k \) is the ratio of the velocity of the pursuer to that of the pursued. If this ratio is less than 1, then the path of the pursuer is asymptotic to a circle of radius \( ka \) about the origin; independent of the origin of pursuit. This is illustrated by the two cases shown in Figure 16, where (a) the pursuer starts within the circle of the pursued at 0, and where (b) he starts outside the circle at 0'. The asymptotic limit of the two paths is a limit cycle.

That the limit cycle is actually itself a solution of the system can be shown readily. The differential equation satisfied by \( \rho \) [see (14), Section 9, Chapter 5] is the following:

\[
\rho \frac{d^2 \rho}{d\theta^2} + \rho \sqrt{\Delta - \Delta} = 0, \text{ where } \Delta = a^2 - \left[ \left( \frac{d\rho}{d\theta} \right)^2 - ka \right]^2.
\]
But if the circle of radius $ka$ is the path of the pursuer, then $\rho$ is a constant and equal to half of the length of the chord tangent to the circle, that is,

$$\rho = a\sqrt{1-k^2}.$$  

This value of $\rho$ is observed to be a solution of (4).

It is instructive to discuss the problem of pursuit from the point of view of this chapter. From equations (3), in which we set $a=1$, $k=2/3$, we obtain the singular points from the intersections of the curves:

$$\rho (\sin \phi - 2/3) = 0, \quad (5)$$

$$\rho - \cos \phi = 0. \quad (6)$$

The first curve (5) consists of the $\phi$-axis and the lines,

$$\phi = \arcsin 2/3 = 0.7297 = \phi_0, \quad \pi - \phi_0, -\pi - \phi_0, \text{ etc.}$$

The second curve is the graph of the cosine, which intersects (5) at the points $P_0, P_1, P_2,$ and $P_3$ shown in Figure 17.

For the point $P_0 = (\pi/2, 0)$ the characteristic equation reduces to

$$(\lambda + 1)(\lambda - 1/3) = 0.$$  

Hence this point is unstable and in its neighborhood the phase curves will be of hyperbolic type. This is also the case for the point $P_3$. 
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For the point $P_1=(0.7297, 0.7454)$ the characteristic equation is

$$9\lambda^2 - 6\lambda + 5 = 0,$$

with the roots: $\lambda = -1/3 \pm (2/3)i$. Hence $P_1$ is a stable point and in its neighborhood the phase trajectories will be stable spirals. The point $P_2$ shares these characteristics with $P_1$.

A confirmation of this analysis is offered by the curves shown in the phase diagram (Figure 17).

**Example 2.** In his extensive treatise on the subject of nonlinear equations H. Poincaré gave a number of examples of limit cycles.* The following, somewhat modified with respect to notation, is typical of his analysis:

$$\frac{dy}{dt} = x - y + x(x^2 + y^2) + y(x^2 + y^2), \quad \frac{dx}{dt} = -x - y + x(x^2 + y^2) - y(x^2 + y^2).$$

(7)

It is clear that the origin is a singular point and that the solution is stable in its neighborhood, since the characteristic equation reduces to: $(1 + \lambda)^2 + 1 = 0$.

Introducing polar coordinates: $r^2 = x^2 + y^2$, $\theta = \arctan (y/x)$, we have upon differentiating:

$$r r' = x x' + y y', \quad r^2 \theta' = x y' - y x'.$$

(8)

*See Bibliography, Poincaré (1). In particular, Chapter 7.
If the values of $x'$ and $y'$ as given by (7) are now substituted in (8), the system is seen to reduce to the following:

$$r' = r(r^2 - 1), \quad \theta' = r^2 + 1. \quad (9)$$

The solutions of these equations are readily found to be

$$r = (1 + Ke^{2t})^{-1/2}, \quad \theta = t + t_0 + \frac{1}{2} \log (1 - r^2), \quad (10)$$

where $K$ and $t_0$ are arbitrary constants. We shall assume that $K$ is positive.

As $t \to \infty$, $r \to 0$, thus confirming the stability of the singular point; and as $t \to -\infty$, $r \to 1$, which shows that the unit circle is a limit cycle. We also observe that the limit cycle is a solution of the system in phase-space.

An examination of the second equation of (9) shows that as $t \to +\infty$, $\theta \to +\infty$, and as $t \to -\infty$, $\theta \to -\infty$. The phase trajectories are thus spirals.

A similar analysis, assuming that $K$ is negative, shows that the trajectories are spirals exterior to the unit circle, which approach the circle as a limit cycle as $t \to -\infty$.

**Example 3.** As a final example, showing that a system may have more than one limit cycle, let us consider the following equations:

$$\frac{dy}{dt} = x + y \left[ \frac{ac\sqrt{x^2 + y^2} + (bc + ad) + \frac{bd}{\sqrt{x^2 + y^2}}}{\sqrt{x^2 + y^2}} \right],$$

$$\frac{dx}{dt} = -y + x \left[ \frac{ac\sqrt{x^2 + y^2} + (bc + ad) + \frac{bd}{\sqrt{x^2 + y^2}}}{\sqrt{x^2 + y^2}} \right], \quad (11)$$

where $a$, $b$, $c$, $d$ are constants such that $D = ad - bc \neq 0$.

Converting to polar coordinates and substituting in equations (8), we reduce (11) to the following system:

$$\frac{dr}{dt} = (ar + b)(cr + d), \quad \frac{d\theta}{dt} = 1. \quad (12)$$

The solution of (12) is found to be

$$r = \frac{(adKe^{(c+1)t} - bc)}{ac(Ke^{c_t} - 1)}, \quad \theta = t + t_0, \quad (13)$$

where $K$ and $t_0$ are arbitrary constants.
For the special case: \( a = b = -c = d = 1, D = 2 \), we have

\[
    r = \frac{Ke^{2t} + 1}{Ke^{2t} - 1},
\]

which represents a series of spiral curves that approach the unit circle both from outside and from within the circle. There thus exists a single limit cycle, namely, \( r = 1 \).

If, however, we assume the values: \( a = 1, b = 2, c = -1, d = 1, D = 3 \), then equation (13) becomes

\[
    r = \frac{Ke^{3t} + 2}{Ke^{3t} - 1},
\]

and we have a curve which approaches asymptotically both the circle \( r = 1 \) and the circle \( r = 2 \). There thus exist two limit cycles.

The graphs of equation (15) for the cases where \( K \) is respectively positive and negative have been represented schematically in Figure 18. It is thus seen that the limit cycle: \( r = 1 \) is stable, but that the limit cycle: \( r = 2 \) is unstable.

**Figure 18**

6. Some Further Comments About Limit Cycles

The existence of a limit cycle carries with it the existence of a set of solutions of the differential system, which, while not actually periodic themselves, are asymptotic to a periodic function. If the
limit cycle is itself a solution of the system in phase-space, then there exists a periodic solution of the differential equations. The importance of establishing the existence of limit cycles is evident from these facts.

The manner in which one can make use of a limit cycle is readily illustrated by Example 3 of the preceding section. One solution of the original system of equations was obtained in the following form:

\[ r(t) = \frac{Ke^{2t}+1}{Ke^{2t}-1}, \quad \theta = t + t_0, \]  

(1)

where, for simplicity, we shall assume that \( K \) is positive.

The existence of the limit cycle, \( r=1 \), proves the existence of a set of almost periodic functions, which we shall assume can be written as follows:

\[ x(t) = A(t) \cos (t + t_0), \quad y(t) = A(t) \sin (t + t_0), \]  

(2)

where the amplitude, \( A(t) \), is to be determined. We know, however, that its limiting value is unity.

If the functions \( x(t) \) and \( y(t) \) are substituted in the original equations, then \( A(t) \) is found to satisfy the following equation:

\[ \frac{dA}{dt} = 1 - A^2, \]  

(3)

or, as we could have found more readily from (1),

\[ A(t) = r(t). \]  

(4)

We thus see that the solution of the original system consists of functions \( x \) and \( y \), which are harmonic except for the damping factor \( r(t) \). This factor approaches 1 as its limiting value.

This example, simple as it is, provides a guide to more general problems. It suggests that when the existence of a limit cycle has been established, the solution in the neighborhood of the limit cycle can be represented by functions of the form:

\[ x = A(t)S(t), \quad y = A(t)C(t), \]  

(5)

where \( S(t) \) and \( C(t) \) are harmonic functions with a common period \( \Omega \).

As an illustration of a somewhat more general situation than that of the example just given, let us consider the system of Example 2 of Section 5 for which the following solution was obtained:

\[ r(t) = \frac{1}{\sqrt{1+Ke^{2t}}}, \quad \theta = t + t_0 + \frac{1}{2} \log (1-r^2). \]  

(6)
Let us now assume a solution of the form:

\[ x = A(t) \cos (t+\phi), \quad y = A(t) \sin (t+\phi), \]  

(7)

where the amplitude \( A(t) \) and the phase \( \phi = \phi(t) \) are functions of \( t \) to be determined.

When \( x \) and \( y \) are substituted in the original equations and proper simplifications made, \( A \) and \( \phi \) will be found to be solutions respectively of the following equations:

\[ \frac{dA}{dt} = -A + A^3, \quad \frac{d\phi}{dt} = A^2, \]  

(8)

from which we get

\[ A(t) = r(t), \quad \phi(t) = t_0 + \frac{1}{2} \log (1 - r^2). \]  

(9)

If \( K \) is assumed to be positive, we see that \( r(t) \) varies from 1 to 0 as \( t \) varies from \(-\infty\) to \(+\infty\). The motion is thus a damped harmonic motion with a variable phase. It is unstable with respect to the limit cycle, \( r=1 \), but is stable with respect to the singular point: \( x=0, \ y=0 \).

The phase trajectory is shown in Figure 19, where it has been assumed that \( K=1, \ t_0=0 \). The graphs of \( x=x(t) \) and \( y=y(t) \) are given in Figure 20, where \( t \) varies between \(-\pi/2\) and \(+\pi/2\).
Although the examples which we have just given are elementary, they illustrate, nevertheless, one mode of approach to more complicated problems. When a limit cycle exists, the solutions in its neighborhood can often be approximated by the determination of asymptotic forms for the functions \( A(t), S(t), \) and \( C(t) \) given in (5). S. Poisson was one of the pioneers in using such approximations and his methods have been generalized and extended by others, conspicuous among whom was H. Poincaré. Although an extensive account of this problem is beyond the scope of this book, we shall return to it in a more general example in Section 3 of Chapter 12.

7. Periodic Solutions—The Homogeneous Polynomial Case

In this and the next section we shall consider the question of the existence of periodic solutions for the following system:

\[
\frac{dy}{dt} = P(x,y), \quad \frac{dx}{dt} = Q(x,y),
\]

(1)

where \( P(x,y) \) and \( Q(x,y) \) are polynomials in \( x \) and \( y \).

The system where \( P \) and \( Q \) are linear functions has been discussed in Section 2 and from the number of special cases exhibited there one can readily infer the complexities which appear when the degrees of the polynomials exceed 1. Although the stability theorem applies to all polynomial systems, it gives limited information with respect to the existence of periodic solutions in the neighborhood of the singular points. As we have seen, it is necessary that the singularity should be a vortex point, but this is not a sufficient condition except in the linear case. In fact, as we shall see in Section 8, the problem of finding sufficient conditions when the polynomials are of degree
two is one of great difficulty and almost nothing is known for higher exponents.

But when the polynomials $P$ and $Q$ are homogeneous functions of $x$ and $y$ of degree $2n-1$, then the following elegant theorem (Frommer's theorem) can be proved:

If $P(x,y)$ and $Q(x,y)$ are homogeneous polynomials of odd degree, and if we write

$$p(u)=P(1,u), \quad q(u)=Q(1,u),$$

then a necessary and sufficient condition that the equation

$$\frac{dy}{dx} = \frac{P(x,y)}{Q(x,y)},$$

have a closed cycle about the origin is the following:

$$I=\int_{-\infty}^{\infty} \frac{q}{p-\sqrt{p-q}} \, du=0. \quad (4)$$

The proof follows from the fact that the solution of (3), as we have seen in Section 4 of Chapter 2, can be written in the form

$$\log kx=\int_{u_1}^{\infty} \frac{q}{p-\sqrt{p-u}} \, du. \quad (5)$$

If $x_1$ and $x_2$ are successive intersections of an integral curve with the line $y=u_1x$, then one has

$$\log kx_2-\log kx_1=\int_{u_1}^{\infty} \frac{q}{p-\sqrt{p-u}} \, du+\int_{-\infty}^{u_1} \frac{q}{p-\sqrt{p-u}} \, du+\int_{-\infty}^{\infty} \frac{q}{p-\sqrt{p-u}} \, du,$$

that is,

$$\log \frac{x_2}{x_1}=2 \int_{-\infty}^{\infty} \frac{q}{p-\sqrt{p-u}} \, du.$$

If the integral curve is to form a closed trajectory, then for every $u_1$ we must have $x_1=x_2$. It is clear that the necessary and sufficient condition for this is the vanishing of the integral.

Example 1. Let us first apply this theorem to the linear case where we have

$$P(x,y)=Ax+By, \quad Q(x,y)=Cx+Dy.$$ 

Since $p=A+Bu, \quad q=C+Du$, we have

$$I=\int_{-\infty}^{\infty} \frac{C+Du}{X(u)} \, du,$$

where we abbreviate: $X(u)=A+(B-C)u-Du^2$. 
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We thus obtain

\[ I = \frac{1}{2} (B+C) \int_{-\infty}^{\infty} \frac{du}{X(u)} \frac{1}{2} \log X(u) \bigg|_{-\infty}^{\infty}. \]

It is clear that the first term is zero if \( B+C=0 \), and that the second term will vanish if \( X(u) \) has no zero in the finite interval. The condition for this is that \( BC-AD=-(B^2-AD)>0 \). Referring to Case VI of Section 2, we see that these are the conditions for the existence of an elliptical trajectory about the origin.

**Example 2.** We now consider the case of Frommer's curve, where \( P(x,y) \) and \( Q(x,y) \) are homogeneous cubical polynomials, that is,

\[ P(x,y) = x^3 + ax^2y + bxy^2 + cy^3, \quad Q(x,y) = ax^3 + bx^2y + cxy^2 - y^3. \]

We now have the following integral:

\[
I = \int_{-\infty}^{\infty} \frac{a+bu+cu^2-u^3}{1+u^4} \, du,
\]

\[
= (a-c) \frac{\sqrt{2}}{2} \log \left( \frac{u^3+\sqrt{2}u+1}{u^3-\sqrt{2}u+1} \right) - (a+c) \frac{\sqrt{2}}{4} \arctan \frac{\sqrt{2}u}{u^2-1} + \frac{b}{2} \arctan u^2 + \frac{1}{4} \log (u^4+1) \bigg|_{-\infty}^{\infty}.
\]

Since all terms except the second are zero, it is clear that the necessary and sufficient condition for a closed cycle is merely that

\[ a+c=0. \] (6)

The "shoemaker's last" shown in Figure 21 is the special case where \( a=b=-c=1 \), and the initial condition is \( x_0=1/3, y_0=0 \).

Since Frommer's theorem refers only to equations of odd degree, it is interesting to examine the case where \( P(x,y) \) and \( Q(x,y) \) are homogeneous polynomials of second degree and to enquire whether equation (3) can have closed trajectories. That this is, indeed, the case is seen from the fact that the conic:

\[ ax^2 + 2bxy + cy^2 - K(ax + by) = 0, \] (7)

where \( K \) is arbitrary, is a solution of the equation:

\[ \frac{dy}{dx} = -\frac{a^2x^2 + 2a^2bxy + (2b^2-ac)y^2}{abx^2 + (2ac-b^2)xy}. \] (8)

When \( ac-b^2>0 \), the conic is an ellipse.
But comparing Figure 22 with Figure 21, we see that there is a big difference between the two cases. The trajectory obtained from the cubic is a true vortex cycle, since it includes the singular point in its
interior; but in the quadratic case, the trajectory passes through the singular point.

The significance of this is seen if we consider equations (1), which in the first case will have periodic solutions, but in the second case will not, since an infinite time will be required for a point to trace a complete cycle.

This is illustrated by the following simple example:

\[ \frac{dy}{dt} = x^2 - y^2, \quad \frac{dx}{dt} = -2xy. \]  

(9)

The phase trajectory is the circle: \( x^2 + y^2 - Kx = 0 \). If one now eliminates \( x \) from these equations, he obtains the following equation in \( y \):

\[ y'' + 6yy' + 4y^3 = 0. \]  

(10)

This is recognized as a generalized Riccati equation, which, by the method described in Section 10, Chapter 3, is found to have the solution:

\[ y = \frac{1}{2} w', \]

where \( w = a + bt + ct^2 \). Since \( x'/x = -2y \), we also find that \( x = 1/w \).

It is thus evident that the origin is entered by \( x \) and \( y \) only as \( t \to \infty \). Hence, the circle is not a closed trajectory in \( t \)-space.

8. Periodic Solutions—The General Quadratic Equation

We shall now consider the problem of establishing sufficient conditions for the existence of periodic solutions of the system:

\[ \frac{dy}{dt} = P(x,y), \quad \frac{dx}{dt} = Q(x,y), \]  

(1)

where \( P(x,y) \) and \( Q(x,y) \) are the following quadratics:

\[ P(x,y) = Ax + By + Lx^2 + Mxy + Ny^2, \]

\[ Q(x,y) = Cx + Dy + Gx^2 + Hxy + Ky^2. \]  

(2)

This problem is one of considerable complexity and cannot be said to have reached final form at the present time. The first investigations appear to have been made by H. Dulac in 1908 and 4 years later by W. Kapteyn, but the problem languished and was not revived until 1934 when M. Frommer, generalizing the methods of Dulac, produced an extensive memoir which contained numerous examples of periodic motion for system (1) with specification of
sufficiency criteria. This system of equations was critically examined in 1952 by N. N. Bautin and again in 1955 by I. G. Petrovskii and E. M. Landis. A reexamination of the problem was recently undertaken by J. E. Faulkner and the author.

Some of the difficulties are readily understood from examples. In the linear case, that is to say, when the quadratic terms are deleted from (2), a closed cycle is obtained in the phase plane if and only if the origin is a vortex point. But one readily sees that this criterion is not sufficient for the general quadratic system by examining Example 4 of Section 4. Both of the real singular points are vortex points, but about neither of them is there a closed trajectory in the phase plane.

The following example, due to Faulkner, also shows another aspect of the situation:

\[ \frac{dy}{dt} = -10x - y + 4x^2 + 2xy + 4y^2, \quad \frac{dx}{dt} = 6y - 2y^2. \]  

(3)

This system has two real singular points: \( P_1 = (0,0) \) and \( P_2 = (2.5,0) \). About the first the phase trajectories are stable spirals, but about the second they are hyperbolic and unstable as shown in Figure 23. But the significant aspect of the example is found in the fact that the separatrix (S) is the circle:

\[ (x - \frac{1}{2})^2 + y^2 = 1, \]  

(4)

which satisfies the phase equation:

\[ \frac{dy}{dx} = \frac{P(x,y)}{Q(x,y)} \]  

(5)

One observes that it is the limit cycle for both the interior and the exterior spirals as \( x \to -\infty \).

Another example, taken from Frommer, shows that it is possible to have closed trajectories about two vortex points for the same equation. The following system

\[ \frac{dy}{dt} = x - 2xy, \quad \frac{dx}{dt} = -y + x^2 + y^2, \]  

(6)

has four real singular points, namely,

\[ P_1 = (0,0), \quad P_2 = (0,1), \quad P_3 = \left( \frac{1}{2}, \frac{1}{2} \right), \quad P_4 = \left( -\frac{1}{2}, \frac{1}{2} \right). \]  

(7)

The first two points are readily shown to be vortex points and the last two unstable saddle points. From the graphical representation of \( x, y \) in the phase plane, as exhibited in Figure 24, it is clear that the cycles are closed about the points \( P_1 \) and \( P_2 \).
Several important questions are raised by these examples. How many limit cycles are possible for the system defined by (1)? How many vortex points can one set of equations have? Under what conditions will the trajectories about a vortex point be closed?

According to Bautin the maximum number of limit cycles is 3, but his proof of this statement is very difficult to follow. The problem was reexamined in 1955 by I. G. Petrovskii and E. M. Landis (see Bibliography), who reaffirmed the correctness of Bautin’s theorem, but their analysis is also long and intricate. The first example of a system having one limit cycle was given by Frommer.

The second question is answered by the theorem that at most only two of the singular points can be vortex points. The following proof is due to Faulkner:

Referring to Section 4, we see that if the singular point $P = (p, q)$ is to be a vortex point, then the roots of the following characteristic equation must be pure imaginaries:

$$\begin{vmatrix} C' - \lambda & A' \\ D' & B' - \lambda \end{vmatrix} = \lambda^2 - (B' + C')\lambda + B'C' - A'D' = 0,$$

where we write:

$$A' = A + 2Lp + Mq, \quad B' = B + Mp + 2Nq,$n
$$C' = C + 2Gp + Hq, \quad D' = D + Hp + 2Kq. \quad (9)$$

For the roots of equation (8) to be pure imaginaries we must have

$$B' + C' = 0, \quad B'C' - A'D' > 0. \quad (10)$$

We shall examine first the case where three of the critical points are collinear. Then $P(x, y)$ and $Q(x, y)$ are degenerate conics and will have a common linear factor so that we can write them as follows:

$$P(x, y) = (ax + by + c)(mx + ey + f),$$
$$Q(x, y) = (ax + by + c)(gx + hy + k). \quad (11)$$

We thus see that the equation in the phase plane reduces to the following linear case:

$$\frac{dy}{dx} = \frac{(gx + hy + k)}{(mx + ey + f)}, \quad (12)$$

which we know from Section 2 can have only one vortex point.

We now examine the nondegenerate case to see whether it can have more than the two vortex points which we have already exhibited in the example given above. The quantities $p$ and $q$ must satisfy the first equation in (10), which we shall now write

$$B + C + (M + 2G)p + (2N + H)q = 0, \quad (13)$$
and also the definitive equations:

\[ P(p,q)=0, \quad Q(p,q)=0. \]  \hspace{1cm} (14)

The only way in which (13) and (14) can be satisfied by three sets of
values of \( p \) and \( q \) in the nondegenerate case is for (13) to be identically
zero, from which we have,

\[ B+C=0, \quad M+2G=0, \quad 2N+H=0. \]  \hspace{1cm} (15)

Since any three noncollinear points can be transformed into any
other three noncollinear points by a nonsingular linear transformation,
we can take \((0,0)\), \((1,0)\), and \((0,1)\) as the three singular points. 
Substituting these in (14), we have

\[ E=F=0, \quad C+G=0, \quad A+L=0, \quad D+K=0, \quad B+N=0. \]  \hspace{1cm} (16)

It is now possible to write all the coefficients \( A \) through \( N \) in terms
of three coefficients, namely, \( A, B, \) and \( D \). These relations are

\[ A=A, \quad B=B, \quad C=-B, \quad D=D, \quad E=0, \quad F=0, \quad G=B, \quad H=2B, \quad K=-D, \quad L=-A, \quad M=-2B, \quad N=-B. \]  \hspace{1cm} (17)

When these are substituted in (9), there results

\[ A'=A-2Ap-2Bq, \quad B'=B-2Bp-2Bq, \quad C'=-B+2Bp+2Bq, \quad D'=D+2Bp-2Dq. \]  \hspace{1cm} (18)

The inequality in (10) now yields three inequalities corresponding
to the three singular points as follows:

\[ -AD-B^2>0, \]  \hspace{1cm} (19)

\[ AD+2AB-B^2>0, \]  \hspace{1cm} (20)

\[ AD-2BD-B^2>0. \]  \hspace{1cm} (21)

Assuming that \( B=0 \), we get from (19) that \(-AD\gtrless 0\), and from (20)
or (21), that \( AD>0 \). Thus \( B \) cannot be zero and we can write:

\[ A=\alpha B, \quad D=-\beta B. \]  \hspace{1cm} (22)

Adding (19) and (20), we get

\[ 2(AB-B^2)=2B^2(\alpha-1)>0, \]  \hspace{1cm} (23)

and consequently \( \alpha>0 \).
Adding (19) and (21), we have

$$2(-BD-B^2)=2B^2(\beta-1) > 0, \quad (24)$$

and consequently $\beta > 0$.

Substituting (22) in (19), (20), and (21), we obtain the following inequalities:

$$\alpha\beta-1 > 0, -\alpha\beta+2\alpha-1 > 0, -\alpha\beta+2\beta-1 > 0. \quad (25)$$

It has already been shown that for all three of these inequalities to be satisfied it is necessary for $\alpha$ and $\beta$ to be positive. In this case the first inequality in (25) is satisfied only to the right of the curve

$$\alpha\beta-1 = 0. \quad (26)$$

The second inequality is satisfied only to the right of the curve

$$-\alpha\beta+2\alpha-1 = 0, \quad (27)$$

and the third inequality to the left of the curve

$$-\alpha\beta+2\beta-1 = 0. \quad (28)$$
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These curves are shown in Figure 25. Since the curves (28) and (29) are tangent at the point $\alpha=\beta=1$, it is not possible to satisfy the last two inequalities of (25) for positive values of $\alpha$ and $\beta$. But this is necessary if the first inequality of (25) is also to be satisfied. From this we reach the conclusion that there can be at most two vortex points.

We come finally to the third question asked above. Under what conditions will the trajectories about a vortex point be closed? In this case the vortex point is called a center. For simplicity we shall
assume that the origin is such a point, an assumption that imposes no restriction, since any such point can be transferred to the origin by a linear transformation. Referring to equations (1) and (2), we see that the coefficients of the linear terms must satisfy the conditions:

\[ B + C = 0, \quad BC - AD > 0, \quad \text{or} -AD > C^2. \tag{29} \]

It is convenient first to express system (1) in canonical form. To achieve this we begin with the following transformation:

\[ x = -\frac{1}{A} X - \frac{C}{kA} Y, \quad y = \frac{1}{k} Y, \tag{30} \]

where \( k^2 = -AD - C^2 \).

System (1) then assumes the following form:

\[
\frac{dY}{dt} = kX + kp(X,Y), \quad p(X,Y) = L'X^2 + H'XY + N'Y^2,
\]

\[
\frac{dX}{dt} = -ky + kq(X,Y), \quad q(X,Y) = G'X^2 + M'XY + K'Y^2. \tag{31} \]

When we divide by \( k \) and write \( \tau = kt \), we obtain the system

\[
\frac{dY}{d\tau} = X + p(X,Y), \quad \frac{dX}{d\tau} = -Y + q(X,Y). \tag{32} \]

Finally we introduce the rotation

\[ X = x' \cos \theta - y' \sin \theta, \quad Y = x' \sin \theta + y' \cos \theta, \tag{33} \]

which leaves the form of (32) unchanged, but provides a parameter \( \theta \). This is now determined so that

\[ L' + N' = 0. \tag{34} \]

Dropping the primes on \( x' \) and \( y' \), we now have the original system in the desired canonical form as follows:

\[
\frac{dy}{d\tau} = x + p(x,y), \quad \frac{dx}{d\tau} = -y + q(x,y), \tag{35} \]

where we write

\[ p(x,y) = ax^2 + (2b + \alpha)xy - ay^2, \]

\[ q(x,y) = -bx^2 + (2a - \beta)xy - dy^2. \tag{36} \]

The phase equation thus becomes

\[
\frac{dy}{dx} = \frac{2 + ax^2 + (2b + \alpha)xy - ay^2}{y + bx^2 - (2a - \beta)xy + dy^2}. \tag{37} \]
By arguments of considerable complexity it can be shown that periodic solutions exist for system (35) and closed cycles in phase space for (37) provided the coefficients satisfy any one of the following four conditions:

I. \( b+d=0. \)

II. \( a=\beta=0. \)

III. \( \alpha=\beta=0. \)

IV. \( \beta=\alpha+5(b+d)=0, \quad a^2+b\beta+2d^2=0. \) (38)

Let us examine several special cases as follows:

**Example 1.** Volterra's system:

\[
\frac{dy}{dt} = -cy + cxy, \quad \frac{dx}{dt} = ax - axy. \tag{39}
\]

By the linear transformation: \( x=x'+1, \ y=y'+1, \) the vortex point \((1,1)\) is transformed to the origin. Dropping primes, we can write (39) as follows:

\[
\frac{dy}{dt} = c(x+xy), \quad \frac{dx}{dt} = -a(y+xy).
\]

Since \( A=c, \ B=C=0, \ D=-a, \) we have \( k^2=ac \) and transformation (30) becomes:

\[
x = -\frac{1}{c} X, \quad y = -\frac{1}{k} Y,
\]

from which we obtain

\[
\frac{dY}{d\tau} = X - \frac{1}{k} XY, \quad \frac{dX}{d\tau} = -Y + \frac{1}{c} XY, \quad \tau = kt.
\]

It is clear that this system is included under Case I where \( b+d=0. \)

**Example 2.** Frommer's system:

\[
\frac{dy}{dt} = x - 2xy, \quad \frac{dx}{dt} = -y + x^2 + y^2. \tag{40}
\]

Since this is already in standard form we compare the right-hand members of the equations with (36) and thus obtain: \( a=\alpha=\beta=0, \ b=d=-1, \) from which we see that we have either Case II or Case III.

For the second vortex point, we make the successive transformations:

\[
x = x', \quad y = y' + 1; \quad x' = X, \quad y' = -Y,
\]

which reduces the system to the same form as (40).
Example 3. As a final example we shall consider the system given in Example 4, Section 5, namely,

\[
\frac{dy}{dt} = -2x + 2y + 5x^2 + xy - 6y^2, \quad \frac{dx}{dt} = -2x + 3y + 8x^2 - 5xy - 4y^2. \tag{41}
\]

It will be recalled that this system has two vortex points: \( P_1 = (0,0) \) and \( P_2 = (1,1) \), but that the phase trajectories about neither of them are closed. We shall now examine the point at the origin to see why this is so.

For this purpose we first make the transformation (30), which in this case is explicitly the following:

\[
x = \frac{1}{2} X - \frac{1}{\sqrt{2}} Y, \quad y = -\frac{1}{\sqrt{2}} Y. \tag{42}
\]

System (41) then assumes the following form:

\[
\frac{dY}{d\tau} = X - \frac{5}{4} X^2 + \frac{11}{4} \sqrt{2} XY, \\
\frac{dX}{d\tau} = -Y + \frac{3}{4} \sqrt{2} X^2 - \frac{1}{2} \sqrt{2} Y^2, \quad \tau = \sqrt{2}t. \tag{43}
\]

We now apply the rotation (33) to this system and in order to satisfy condition (34), we find the following values for \( \sin \theta \) and \( \cos \theta \):

\[
\sin \theta = -\frac{5}{27} \sqrt{27}, \quad \cos \theta = \frac{1}{27} \sqrt{54}.
\]

In terms of these values the parameters of the canonical polynomials (36) are found to be:

\[
a = -680\gamma, \quad b = 512\gamma, \quad d = 868\gamma, \quad \alpha = -1130\gamma, \quad \beta = -(1615\sqrt{2} + 1360)\gamma,
\]

where we use the abbreviation: \( \gamma = \sqrt{27}/2916 \).

Since none of the criteria given in (38) is satisfied by these quantities, it is now clear why the trajectories in the neighborhood of the origin were not closed curves.

9. Topological Considerations—Poincaré’s Index—Bendixson’s Theorem

In the earlier history of nonlinear mechanics, before the advent of the great computing devices of the present time, the study of nonlinear systems was more frequently advanced by topological arguments than by the quantitative methods of analysis and the use of numerical integration. But these theorems still retain their usefulness in many
cases and often serve as guides to more exact determinations of the motions defined by the systems of differential equations. We shall now give a brief introduction to certain useful ideas advanced by Poincaré and to a related theorem of Bendixson.*

In order to describe the nature of a singular point Poincaré introduced what he called an index. In order to understand this term, let us consider a set of trajectories defined by the following system:

$$\frac{dy}{dt} = P(x,y), \quad \frac{dx}{dt} = Q(x,y). \tag{1}$$

As we have seen from the examples given earlier in this chapter, these trajectories may form closed cycles, they may unwind from a singular point and ultimately approach infinity in the form of an unstable spiral, they may approach a limit cycle, or behave in any of the other ways which we have previously described. It has been found useful in qualitative descriptions of these trajectories to divide them into semitrajectories by designating an arbitrary point $P_0$ on each of them. As $t$ advances from $-\infty$, a variable point on one of them will ultimately reach $P_0$, and as $t$ continues to $+\infty$ the second half of the trajectory is then described. The nature of the motion, whether it is periodic, stable, or unstable, is then determined by the behavior of the moving point in each half of the trajectory.

This general picture can now be made more precise by attaching to each point a vector which shows both the direction of the motion and its magnitude. The topological arguments of Poincaré apply to the direction of the vector, rather than to the magnitude, since the latter is determined by quantitative measurement. But the direction of the field yields qualitative information, which depends upon the functions $P(x,y)$ and $Q(x,y)$ in (1), as we shall soon see, and thus does not require a knowledge of the integrals of the system.

We shall find it necessary to distinguish between the index of a closed curve and the index of a point, although both of these are related. Let us first consider a vector field, which contains within its boundary a single singular point $S$ and a simple closed curve $C$ that does not pass through $S$. At each intersection of $C$ with a trajectory (it may actually itself be a trajectory), there will be a direction angle of the vector field, which we shall denote by $\phi$. If a point now moves in a counterclockwise direction along $C$, the angle $\phi$ will vary and after the completion of a circuit, $\phi$ will have the value $2\pi I$, where $I$ is an integer, since the direction angle of the field has returned to its initial value. The quantity $I$ is the index of the curve $C$.

*For these and other topological arguments the reader is referred to the extensive work of S. Lefschetz (see Bibliography), in particular Differential Equations—Geometric Theory, New York, 1957.
The situation is shown graphically in Figure 26 for these singular points, which we have discussed earlier in this chapter. If there is no singular point in the interior of $C$, as in (a) of the figure, then the net variation in $\phi$ is zero and we have $I=0$. But if $S$ is a nodal point, as in (b), then $\phi$ changes by $2\pi$ and the index equals $+1$. This is also true for the vortex center (c) and for the spiral point (e). But in the case of the saddle point, shown in (d), $\phi$ changes by $-2\pi$ and we have $I=-1$.

The following properties of indexes can be proved without great difficulty, although they are not obvious:

1. The index of a closed curve which contains several singularities (of the nodal, focal, or saddle point type) is the algebraic sum of their indexes.

A simple example is furnished by the phase diagram of Volterra's problem shown in Figure 9. One can readily show that if a closed curve encloses the points $P_1$ and $P_2$, then its index is 0, since $P_1$ is a saddle point and $P_2$ a center.
2. The index of a closed trajectory is \( +1 \); and, conversely, if \( C \) is a closed trajectory, then it must contain at least one singular point the index of which is \( +1 \).

3. A closed trajectory must always contain \( 2n+1 \) singular points, and the number of singular points of index 1 must exceed by one the number of saddle points.

Since the index is thus seen to be determined without knowing the solution of system (1), it should be possible to find it analytically from the functions \( P(x,y) \) and \( Q(x,y) \). That this is, indeed, the case is found in the following formula:

\[
I = \frac{1}{2\pi} \int_C d\arctan \frac{P}{Q} = \frac{1}{2\pi} \int_C \frac{P \, dQ - Q \, dP}{P^2 + Q^2},
\]

where the path of integration is the closed curve \( C \) given above.

If \( C \) is chosen sufficiently small so that only the singular point \( S \) is enclosed by it, then \( I \) is the index of the singular point. But if \( C \) encloses more than one such point, then we call \( I \) the index of the curve.

The theorem of Bendixson provides a criterion by means of which, in certain regions, one can show that no closed trajectory exists and that system (1) has no periodic solution.

This criterion depends upon the following identity of Green:

\[
\int_C Q \, dy - P \, dx = \int_A \left( \frac{\partial Q}{\partial x} + \frac{\partial P}{\partial y} \right) \, dx \, dy,
\]

where \( C \) is a simply connected curve in the \( x,y \)-plane, which encloses the area \( A \).

If \( C \) is a closed trajectory, then the line integral is zero since we have

\[
Q \, dy - P \, dx = x' \, dy - y' \, dx = (x'y' - y'x') \, dt = 0.
\]

Hence the area integral also vanishes and we thus derive the theorem that the function

\[
J = \frac{\partial Q}{\partial x} + \frac{\partial P}{\partial y}
\]

must either be zero or change sign in \( A \) if \( C \) is a closed trajectory.

*For a systematic discussion of this integral the reader is referred to E. Picard: *Traité d’Analyse*, Paris, 1891, Vol. 1, Chap. 3, Sec. 4, where the theorem is proved that the integral \( I \), taken along \( C \) in the positive sense, is equal to the excess of the number of roots of the system

\[
P(x,y) = 0, \quad Q(x,y) = 0,
\]

for which the functional determinant \( (P_{x}Q_{y} - P_{y}Q_{x}) \) is positive, over the number of roots for which this determinant is negative.

If one now applies this theorem to the system: \( P = Ax + By, \quad Q = Cx + Dy, \) he will find that \( I = +1 \), when \( \Delta = BC - AD > 0 \) and \( I = -1, \) when \( \Delta < 0 \). Referring to the characteristic equation (5), Section 2, we see that the first condition gives us either a nodal point or a focal point, and the second condition gives us a saddle point.
As an example, consider the system

\[ y' = -y + xy, \quad x' = x - xy, \]

from which we compute: \( J = x - y. \)

The line, \( x = y, \) passes through the two singular points: (0,0) and (1,1) and divides the plane into two parts in neither of which it is possible to have a closed trajectory. Referring to Figure 9, we see that this conclusion is confirmed. However, this example also reveals the weakness of the theorem, since a closed trajectory does exist in the first quadrant, a fact not disclosed by the analysis just given. For this reason Bendixson's theorem is frequently referred to as a negative criterion.
Chapter 12

Some Particular Equations

1. Introduction

In this chapter we shall consider the solution of several particular equations, which have arisen naturally in the study of physical phenomena. Some of these have been mentioned in Chapter 1. As was the case in the solution of other equations which we have described in earlier pages, each requires special treatment.

By this time the reader has doubtless observed that the term "solved," when applied to any equation, has a varying degree of uncertainty about it. In the words of Poincaré, most problems are never actually solved, but only "more or less solved." In the case of differential equations the reduction of the solution to a function contained in the classical corpus of functions is usually considered a highly satisfactory achievement. In other cases the expression of a solution in the form of an infinite series, or in terms of some other convergent algorithm, will suffice. In practical applications, however, those who seek the solution of an equation will not be satisfied until the function has been reduced to tabular form. In this evaluation a specified order of approximation must be attained throughout a prescribed range of satisfactory size. Others who are interested primarily in the theoretical aspects of a solution will be content with an enumeration of the critical properties of the solving function, such, for example, as its zeros, its maxima and minima, its infinites, and other types of singularities. In other cases, where these desirable attainments cannot be achieved, recourse may be had to various approximations and to graphical methods. Several useful schemes have been devised to achieve this, the use of isoclines, for example, and the application of analogue computers where these machines are available.

In order to illustrate the various techniques by means of which equations may be "more or less solved," we shall examine several classical equations. The first of these is the equation of Van der Pol, to which reference has already been made in earlier pages. This equation was originally solved by the method of isoclines.
2. The Equation of Van der Pol

The equation
\[ \frac{d^2y}{dt^2} - \epsilon (1 - y^2) \frac{dy}{dt} + ay = 0, \quad \epsilon, \ a > 0, \]  
(1)

when it was first discussed by B. Van der Pol in 1926, probably attracted more attention because of the curious nature of its phase diagram than because of its explanation of the behavior of the triode oscillator. The equation in its phase plane provides an excellent example of a limit cycle, which is approached both from within and without by the phase trajectories.

Let us first write (1) in the form
\[ \frac{dy}{dt} = x, \quad \frac{dx}{dt} = \epsilon (1 - y^2) x - ay - \epsilon xy^2. \]  
(2)

If we make the transformation:
\[ x = \xi + p, \ y = \eta + q, \]
then system (2) becomes
\[ \dot{\eta} = p + \xi, \]
\[ \dot{\xi} = \epsilon p - aq - \epsilon pq^2 + \epsilon (1 - q^2) \xi - (a + 2 \epsilon pq) \eta - \epsilon (\xi \eta^2 + 2q \xi \eta + p \eta^2). \]
(3)

Setting the constant terms equal to zero, that is, \( p = 0, \epsilon p - aq - \epsilon pq^2 = 0, \)
we see that system (2) has only one singular point in the finite plane, namely, the origin.

From the characteristic equation
\[ \begin{vmatrix} \epsilon - \lambda & 1 \\ -a & -\lambda \end{vmatrix} = \lambda^2 - \epsilon \lambda + a = 0, \]
(4)
we have: \( \lambda = \mu \pm \sqrt{\mu^2 - a}, \) where \( \mu = \frac{1}{2} \epsilon. \)

If \( \mu^2 < a, \) then \( \lambda_1, \lambda_2 \) are conjugate complex numbers with positive real parts. Hence the origin is an unstable focal point. If \( \mu^2 > a, \) the roots are unequal positive numbers and the origin is thus an unstable nodal point. This is also the case if \( \mu^2 = a. \)

By the theorem of Liénard (Chapter 10, Section 8), equation (1) has a unique periodic solution, which has its image in the phase plane as a single closed configuration. This means that the phase trajectories emerging from the neighborhood of the origin must approach this curve as a limit cycle and that the solutions of (1) associated with them tend asymptotically to periodic functions.
If we examine the region exterior to the limit cycle, we see that the point at infinity is also a singular point of the equation. If we bring this point into the interior of the limit cycle by means of the transformation: $t = 1/z$, equation (1) assumes the form:

$$z^4 \frac{d^2y}{dz^2} + 2z^3 \frac{dy}{dz} - \epsilon (1-y^2)z^2 \frac{dy}{dz} + ay = 0. \quad (5)$$

If $\epsilon = 0$ the solutions of (5) are $\exp \left( \pm i\sqrt{a/z} \right)$, which have essential singularities at the origin. This is a property shared by the solutions of the nonlinear equation when $\epsilon \neq 0$. It is easy to show that the solution of (5) is unstable in the neighborhood of $z = 0$ by the simple expedient of testing the solution of equation (1) for points exterior to the limit cycle. All phase trajectories will be found to approach the limit cycle.

Various methods have been used to solve equation (1), the first being that of isoclines which Van der Pol applied in his initial integration both to obtain the phase trajectories and the graphical representation of the solutions. Since from (2) we have

$$\frac{dx}{dy} = \frac{\epsilon(1-y^2)x - ay}{x}, \quad (6)$$

the isoclines are given by the following one-parameter cubic:

$$(m - \epsilon)x + ay + \epsilon xy^2 = 0. \quad (7)$$

Since equation (1) is readily integrated by an analogue computer, this method, when available, is superior to the more tedious application of the method of isoclines. Both methods are graphical, however, and the accuracy attained by them is thus necessarily limited. The construction of the integral of (1) from the phase trajectory for any specified set of initial conditions follows the method already illustrated in the integration of Volterra’s equation given earlier in the book. (Section 4, Chapter 5.)

If one desires greater numerical accuracy, the method of continuous analytic continuation is available to him. The pertinent formulas for the Van der Pol equation have already been given in Section 9 of Chapter 9.

Various solutions of equation (1) are illustrated in the several figures of this section. Figure 1 shows the limit cycle for the case where $\epsilon = 0.1$, together with phase trajectories, one originating inside the limit cycle and one originating outside of the cycle. In deriving these curves the constant $a$ in (1) has been set equal to unity.
Figure 1

Figure 2
In Figure 2 the graphs of \( x = y' (t) \) and \( y = y(t) \) are shown, where the approach to the limit cycle is from an interior point. The slow growth of both of these functions is to be observed from the graphs. This, of course, is a consequence of the many loops of the spiral within the limit cycle.

In Figure 3, also for the case where \( \epsilon = 0.1 \), the graphs of \( x = y' (t) \) and \( y = y(t) \) are shown, but now the origin is a point exterior to the limit cycle. The approach to the harmonic solution is observed to be much more rapid in this case than in the preceding one.
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We observe that for a small value of \( \epsilon \) the departure of the solution from the linear case, namely, where \( \epsilon = 0 \), is not great. This is particularly to be noticed for the limit cycle, which is nearly circular. In the linear case, which was discussed at some length in Section 3 of Chapter 5, the limit cycle is replaced by a vortex cycle. But the vortex cycle cannot be derived simply from the limit cycle by merely letting \( \epsilon \to 0 \), for, as will become clear in the next section, the breadth of the limit cycle is always equal to 4 whatever the value of \( \epsilon \). But the vortex cycle, corresponding to the linear equation derived from (1) by setting \( \epsilon = 0 \), can have a diameter of any length.

As we increase \( \epsilon \), the shapes of both the limit cycle and the phase curves undergo considerable alteration. This is illustrated in Figure 4, which shows phase trajectories, both interior and exterior, together with the limit cycle, for the case where \( \epsilon = 1 \). We note that the limit cycle has increased in length, but not in breadth. We also observe the approach of the phase curves to the lines \( A \) and \( A' \), which form separatrices for the phase curves.
The shapes of the derivative curve, \( x = y'(t) \), and of the integral curve, \( y = y(t) \) depart considerably from normal harmonic motion. This departure is graphically shown in Figure 5, where the approach to the limit cycle is from an exterior point.

![Figure 4]

![Figure 5]
As $\epsilon$ is further increased the shape of the limit cycle changes rapidly. Its breadth remains equal to 4, but it gains in length and develops sharp corners at $y = 2$ and $y = -2$. This is shown in Figure 6 ($\epsilon = 5$), in which is exhibited one interior and one exterior phase trajectory.

![Figure 6](image_url)

The integral tends to a more rectangular shape, while the derivative curve flattens out except for a series of long spikes near the corners of the graph of $y(t)$. These peculiarities are shown in Figure 7, where the initial point was taken interior to the limit cycle.
3. An Analytical Approximation to the Solution of the Van der Pol Equation

It will be observed that if in equation (1) of Section 2 we replace \( t \) by \( \omega t \), then determine \( \omega \) from the equation \( a\omega^2 = 1 \), and finally replace \( \omega e \) by \( e \), we can reduce the equation to the following simpler form:

\[
y'' - e(1 - y^2)y' + y = 0. \tag{1}
\]

From the phase-diagrams which we have given in Section 2, we observe that if the initial values of the point \((y, y')\) lie within the limit cycle, then the amplitude of \( y \) slowly increases to a limiting value of 2, which is independent of the parameter \( e \). Moreover, the period remains almost constant and equal to \( 2\pi \). This suggests that the solution of (1) might be approximated by a function of the following form:

\[
y = A(t) \sin [t + \phi(t)], \tag{2}
\]

where \( A(t) \) approaches 2 as \( t \) increases and \( \phi(t) \) is a slowly varying function of \( t \). This variation in both \( A(t) \) and \( \phi(t) \) is also a function of the parameter \( e \), since both reduce to constants as \( e \to 0 \).

It will be convenient to consider a somewhat more general equation written as follows:

\[
y'' + \lambda^2 y + eF(y, y') = 0, \tag{3}
\]

the solution of which will be assumed to be:

\[
y = A \sin(\lambda t + \phi), \tag{4}
\]

where both \( A \) and \( \phi \) are functions of \( t \) as in (2).
It will be further assumed that, as a first approximation, the derivative of $y$ can be written:

$$y' = A' \lambda \cos (\lambda t + \phi). \quad (5)$$

The following analysis follows that given by N. Kryloff and N. Bogoliuboff in 1937 in their treatise on *Nonlinear Mechanics* (see Bibliography).

Let us first write for simplicity: $\theta = \lambda t + \phi$. We now differentiate (4) and thus obtain:

$$y' = A' \sin \theta + A' \lambda \cos \theta + A' \phi' \cos \theta, \quad (6)$$

which, by means of (5), reduces to the following:

$$A' \sin \theta + A' \phi' \cos \theta = 0. \quad (7)$$

Differentiating (5), we get

$$y'' = A' \lambda \cos \theta - A' \lambda^2 \sin \theta - A' \lambda \phi' \sin \theta. \quad (8)$$

When this value of $y''$ is substituted in the original equation (3) and proper simplifications made, one obtains

$$A' \lambda \cos \theta - A' \lambda \phi' \sin \theta = -\epsilon F(A \sin \theta, a \lambda \cos \theta). \quad (9)$$

Equations (7) and (9), being linear functions of $A'$ and $\phi'$, can now be solved readily for these quantities. We thus get

$$A' = -\frac{\epsilon}{\lambda} F(A \sin \theta, A \lambda \cos \theta) \cos \theta,$$

$$\phi' = \frac{\epsilon}{A \lambda} F(A \sin \theta, A \lambda \cos \theta) \sin \theta. \quad (10)$$

In order to obtain a first approximation to $A$ and $\phi$, we now expand the functions in the right-hand members of (10) as Fourier series, that is, we write

$$F(A \sin \theta, A \lambda \cos \theta) \cos \theta = \frac{1}{2} A_0 + \sum_{n=1}^{\infty} [A_n \cos n\theta + B_n \sin n\theta],$$

$$F(A \sin \theta, A \lambda \cos \theta) \sin \theta = \frac{1}{2} A'_0 + \sum_{n=1}^{\infty} [A'_n \cos n\theta + B'_n \sin n\theta], \quad (11)$$

where we have the customary integrals:

$$A_n = \frac{1}{\pi} \int_0^{2\pi} F(A \sin \theta, A \lambda \cos \theta) \cos \theta \cos n\theta \, d\theta,$$

$$B_n = \frac{1}{\pi} \int_0^{2\pi} F(A \sin \theta, A \lambda \cos \theta) \sin \theta \sin n\theta \, d\theta, \quad (12)$$

with similar integrals for $A'_n$ and $B'_n$. 
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Let us now integrate $A'$ between $t$ and $t+T$, where $T$ is a period of \sin $\theta$ and \cos $\theta$. We thus have

$$\int_t^{t+T} \frac{dA}{dt} \, dt = A(t+T) - A(t) = TA'(t+pT), \quad 0 < p < 1. \quad (13)$$

Since we have assumed that $A(t)$ varies little over a cycle, the last term in (13) can be replaced approximately by $TA'(t)$. Moreover, since the integration of (11) between $t$ and $t+T$ reduces to $\frac{1}{2} A_0 T$, we obtain the following approximate equation:

$$\frac{dA}{dt} = -\frac{\epsilon}{2\lambda} A_0. \quad (14)$$

By a similar analysis we also have for the approximation of $\phi$:

$$\frac{d\phi}{dt} = \frac{\epsilon}{2\lambda} A_0. \quad (15)$$

If we now make application to the equation of Van der Pol, we write

$$F(y,y') = -(1-y^2)y' = y'y^2 - y',$$

from which we get

$$A_0 = \frac{1}{\pi} \int_0^{2\pi} \left( A^3 \sin^2 \theta \cos^2 \theta - A \cos^2 \theta \right) d\theta = \frac{1}{4} A^3 - A,$$

$$A'_0 = \frac{1}{\pi} \int_0^{2\pi} \left( A^3 \sin^3 \theta - A \sin \theta \cos \theta \right) d\theta = 0. \quad (16)$$

Substituting the first of these values in (14), we obtain the equation

$$\frac{dA}{dt} = \frac{1}{2} \epsilon A \left( 1 - \frac{1}{4} A^2 \right). \quad (17)$$

This is an elementary form of Abel's equation [see (5), Section 9, Chapter 3], which has the solution:

$$A(t) = \frac{2ke^{\epsilon t/2}}{\sqrt{1 + k^2 e^{\epsilon t}}}, \quad (18)$$

in which $k^2 = a_0^2/(4-a_0^2)$, where $a_0$ is the value of $A(t)$ when $t=0$.

From (15) and (16) we see that $\phi = \phi_0$, a constant. Hence the approximate solution of equation (1) has the following form:

$$y = A(t) \sin (t + \phi_0). \quad (19)$$
For small values of $\varepsilon$ this interesting result preserves some of the observed features of the solution of equation (1). Thus $A(t)$→2 as $t→∞$, and the period is approximately equal to $2\pi$. But as $\varepsilon$ increases the departure is apparent in the derivative of (19):

$$y'=A'(t) \sin (t+\phi_0)+A(t) \cos (t+\phi_0). \quad (20)$$

As $t→∞$, $A(t)$→2 and consequently $A'(t)$→0, as we see from (17). Thus the amplitude of $y'$ approaches 2, which is obviously far from the case as one sees from an inspection of the phase trajectories given above.

The process which we have just described is sometimes called the equivalent linearization of a nonlinear equation, since equation (3) has in effect been replaced by a linear equation. Thus, in equation (8), if we replace $\cos \theta$ by $y'/A$ and $A \sin \theta$ by $y$, we obtain the following linear equation of second order:

$$y''+\lambda \left(\frac{A'}{A}\right)y'+(\lambda^2+\lambda \phi')y=0, \quad (21)$$

where $A'$ and $\phi'$ are given respectively by (14) and (15).

**PROBLEMS**

1. Apply the method just described to the equation:

$$\frac{d^2y}{dt^2}+y+\varepsilon y^3=0, \quad (22)$$

and show that in this manner one obtains the first two terms in the expansion of $\omega^3$ given by formula (35), Section 5, Chapter 10.*

2. By the method given in (D), Section 3, Chapter 7, establish the equivalence between the Van der Pol equation and the following Rayleigh equation:

$$\frac{d^2z}{dt^2}-\varepsilon \left[1-\frac{1}{3} \left(\frac{dz}{dt}\right)^2\right]\frac{dz}{dt}+z=0. \quad (23)$$

Show that the periods of $y(t)$ and $z(t)$ are equal.

3. By a very elaborate argument it can be shown that the period, $T$, of the periodic solutions of (1) and (23) has the following asymptotic form:

$$T=A_0+2B\varepsilon^{-1/3}-\frac{22\log \varepsilon}{9}+C\varepsilon^{-1}+O(\varepsilon^{-1/3}), \quad (24)$$

where $A_0=3-\log 4=1.6138$, $2B=7.0143$, $C=0.0087$. From the values given in Table III of the Appendix, estimate the value of $T$ for $\varepsilon=5$ and compare this value with the one obtained from (24).

*Kryloff and Bogoliuboff extended their method to higher approximations, although technical difficulties increased rapidly. When the method was applied to equation (22), they succeeded in obtaining approximations for the first three coefficients of the Fourier expansion of the solution. These coefficients were equivalent to $C_0$, $C_1$, to two terms, and $C_2$ to one term as given by formula (30), Section 5, Chapter 10. Their value of $\omega^3$ was equivalent to three terms in expansion (35) of that section. With respect to this extension, they state: "Generally speaking, the higher approximations provide quantitative rather than new qualitative information. In view of this and of the difficulty of computing the higher approximation, it is usually quite sufficient to obtain the first approximation."
4. By an ingenious argument Cartwright has shown that the constant $B$ in Problem 3 has the following value:

$$B = u(0) + \int_{0}^{\infty} \frac{dx}{u(x)}, \quad (25)$$

where $u(x)$ is that solution of the equation

$$u \frac{du}{dx} = 2xu + 1 \quad (26)$$

for which $u(x) \to 0$ as $x \to -\infty$. Show that if $u = x^2 + v$, then equation (26) is replaced by the Riccati: $dx/dv = x^2 + v$. Show also that if $x = -\phi'/\phi$, where $\phi' = d\phi/dv$, then $\phi$ is a solution of the equation:

$$\frac{d^2 \phi}{dv^2} + v \phi = 0. \quad (27)$$

5. Referring to Problem 4, we know that one solution of (27) is given by Airy's integral, that is, $\phi(v) = Ai(-v)$, where

$$Ai(x) = \frac{1}{\pi} \int_{0}^{\infty} \cos \left( \frac{1}{3} t^3 + xt \right) dt.$$ 

Given the following facts: (a) that

$$\lim_{x \to \infty} Ai(x) = 0;$$

(b) that $d Ai(x)/dx$ has a maximum value at $x = -1.01879$; and (c) that $Ai(x)$ has a zero value at $x = -2.33811$, evaluate the constant $B$ defined by (25).

### 4. Stellar Pulsation as a Limit-Cycle Phenomenon

In a paper bearing the title of this section W. S. Krogdahl, employing a generalization of the Van der Pol equation, has had considerable success in explaining the shape of velocity curves observed in the pulsation of variable stars of the Cepheid type.* Such a velocity curve is shown in Figure 8 for the Cepheid RT Aurigae as observed by J. C. Duncan.

We let $a = r_0$ be the mean or equilibrium radius of the star for some layer and $r = r(t)$ be the variable radius. For convenience the time $t$ is replaced by a new variable $\tau$, connected with $t$ by the equation:

$$\tau = \left( \frac{4}{3} \pi G \rho_0 \right)^{1/2} t, \quad (1)$$

where $G$ is the gravitational constant and $\rho_0$ is the mean density of the star in its equilibrium position.

In normal gas spheres the pressure $p$ is usually assumed to conform to the adiabatic relationship:

$$p = p_0 (\rho/\rho_0)^\gamma,$$  \hspace{1cm} (2)

where $\gamma$ is an empirical constant, chosen in this case to have the value $5/3$. But in the case of the Cepheids it is assumed that equation (2) should be augmented by another term, which is a function of both $r$ and $r'$, where the indicated derivative in $r'$ is taken with respect to $\tau$.

The variable radius is then written in the form

$$r(\tau) = a[1 + q(\tau)]^{1/3},$$  \hspace{1cm} (3)

from which we have the variable velocity:

$$v(\tau) = r'(\tau) = \frac{1}{3} a q'[1 + q(\tau)]^{2/3} = \frac{a^3}{3r^3} q'.$$  \hspace{1cm} (4)

By an argument which we shall not give here, but which involves assumptions concerning the term that is added to (2), and the replacement of $q(\tau)$ by $\lambda Q(\tau)$, where $\lambda$ is an empirical constant, the author obtains the following equation for the determination of $Q$:

$$Q'' = -Q + \frac{2}{3} \lambda Q^2 - \frac{14}{27} \lambda^2 Q^3 + \mu(1 - Q^2) Q' + \frac{2}{3} \lambda(1 - \lambda Q) Q'^2,$$  \hspace{1cm} (5)

in which $\mu$ is a second empirical constant.

If $\lambda = 0$, this equation is seen to reduce to that of Van der Pol. One may assume, therefore, that if $\lambda$ is not too large the equation will
Figure 9.—Phase-plane limit cycle solutions of equation (5) in terms of \( r(\tau) \) and \( dr/d\tau \).

Figure 10.—Velocity curves from the solution of equation (5). The time is in units of \( \tau \) and the velocity in units of \( -dr/d\tau \).
have limit-cycle solutions, which are characterized by the parameters $\lambda$ and $\mu$. This is, indeed, the case, and the author has exhibited several of these cycles in the velocity-radius plane for the following values of the parameters:

(1) $\mu=0.01$, $\lambda=0.1$; (2) $\mu=0.1$, $\lambda=0.15$; (3) $\mu=0.5$, $\lambda=0.1$;

(4) $\mu=1.0$, $\lambda=0.04$; (5) $\mu=0.1$, $\lambda=0.1$.

The limit cycles in the first four cases are shown in Figure 9. From these diagrams the velocity curves have been constructed, those for (3) and (4) being shown in Figure 10. Comparing the general form of these curves with that of the Cepheid velocity curve shown in Figure 8, the general argument of the author seems to be confirmed.

5. *Emden's Equation*

Another classical nonlinear equation, which has been the object of much study and which will interest us here, is *Emden's equation*. This equation has the following form:

$$\frac{d^2y}{dx^2} + \frac{2}{x} \frac{dy}{dx} + y^n = 0,$$

(1)

where $n$ is a constant parameter. The boundary conditions, which are of most interest, are the following:

$$y=1, \ y' = 0, \text{ when } x=0.$$  

(2)

This equation was first studied by the German astrophysicist, Robert Emden, in his work on *Gas Kugeln* (1907), which considered the thermal behavior of a spherical cloud of gas acting under the mutual attraction of its molecules and subject to the classical laws of thermodynamics. Since the application of the equation to this problem throws light upon its solution, we shall review the theory from which it was derived.

Let us consider a spherical cloud of gas (Figure 11) and denote its hydrostatic pressure at a distance $r$ from the center by $P$. Let $M(r)$ be the mass of the sphere of radius $r$, $\phi$ the gravitational potential of the gas, and $g$ the acceleration of gravity.

From these we have the usual equations:

$$g = \frac{GM(r)}{r^2} = -\frac{d\phi}{dr},$$

(3)

where $G$ (the gravitational constant) = $6.668 \times 10^{-8}$ cgs units.
Three conditions are assumed for the determination of $\phi$ and $P$, namely,

(a) $dP = -g \rho dr = \rho d\phi$, where $\rho$ is the density of the gas; \hspace{1cm} (4)

(b) $\nabla^2 \phi - \frac{d^2 \phi}{dr^2} + \frac{2}{r} \frac{d\phi}{dr} = -4\pi G \rho$; \hspace{1cm} (5)

(c) $P = K \rho^\gamma$, where $\gamma$ and $K$ are empirical constants. \hspace{1cm} (6)

From (4) and (6), together with the assumption that $\phi = 0$, when $\rho = 0$, that is, at the surface of the sphere, where $r = R$ as shown in Figure 11, we readily find that

$$\rho = L \phi^n, \text{ where } n = 1/(\gamma - 1), \ L = \{(n+1)K\}^{-n}. \hspace{1cm} (7)$$

When this value of $\rho$ is introduced into equation (5), we obtain

$$\nabla^2 \phi = -a^2 \phi^n, \hspace{1cm} (8)$$

where $a^2 = 4 \ L G$.

If we now let $\phi = \phi_0 y$, where $\phi_0$ is the value of $\phi$ at the center of the sphere, and let

$$r = x/[a \phi_0^{(n-1)}],$$

then (8) reduces to Emden's equation as given in (1). The boundary conditions specified in (2) merely state that, at the center of the sphere, $\phi$ reduces to $\phi_0$ and that $g = -d\phi/dr$ is zero there.

Since we have assumed that $\phi = 0$ at the surface of the sphere, when $y = 0$, and $\phi = \phi_0$ at the center of the sphere, when $y = 1$, it is clear that we are interested in those values of the solution of equation (1) between 0 and 1. We also observe that the radius $R$ of the gas sphere and its total mass, $M = M(R)$, are given by the following equations:

$$R = (r)_{y=0}, \quad GM = \left(-r^2 \frac{d\phi}{dr}\right)_{y=0}. \hspace{1cm} (9)$$
Let us now consider the solution of equation (1). General solutions corresponding to \(n=0\) and \(n=1\) are readily obtained and are found to be the following:

\[ n=0: \quad y=a + \frac{b}{x} \frac{x^2}{6}; \quad (10) \]

\[ n=1: \quad y=a \frac{\sin x}{x} + b \frac{\cos x}{x}. \quad (11) \]

For \(n=5\) a particular solution, involving one arbitrary constant, is found to be the following:

\[ n=5: \quad y=[3a/(x^2+3a^2)]^t. \quad (12) \]

For the boundary conditions prescribed in (2) these three cases reduce respectively to the following functions:

\[ n=0: \quad y=1-\frac{x^2}{6}; \quad n=1: \quad y=\frac{\sin x}{x}; \quad n=5: \quad y=\left(1+\frac{x^2}{3}\right)^{-\frac{1}{2}}. \quad (13) \]

It is clear from (7) that the first solution must be discarded since it corresponds to an infinite value of \(\gamma\). Similarly, the third solution is of doubtful usefulness, since by (9) it corresponds to a sphere of infinite radius. Acceptable solutions, therefore, are those for which \(n\) lies between 0 and 5.

In the general case the solution of (1) contains two arbitrary constants, but one of these is what is called a "constant of homology." By this we mean that if \(y=y(x)\) is a particular solution, then

\[ y=Ax^\beta y(Ax), \quad \beta=2/(n-1), \quad n \neq 1, \quad (14) \]

is also a solution, where \(A\) is an arbitrary constant. But this fact does not help in finding the general solution, since (14) still contains only a single arbitrary constant.

In order to obtain a solution of equation (1) for values of \(n\) between 0 and 5 and over an adequate range of the variable \(x\), recourse was had to a Taylor's expansion about \(x=0\) and an analytic continuation of the series. The following solution, satisfying conditions (2), was obtained by J. R. Airy:*

\[ y=1-\frac{x^2}{3!} + n \frac{x^4}{5!} + (5n-8n^2) \frac{x^6}{3 \cdot 7!} + (70n-183n^2+122n^3) \frac{x^8}{9 \cdot 9!} + (3150n-1080n^2+12642n^3-5032n^4) \frac{x^{10}}{45 \cdot 11!} + \cdots \quad (15) \]

*For this and other details, including tables, see Mathematical Tables, Vol. 2, British Association for the Advancement of Science, 1922.
A number of tables have been computed corresponding to values of \( n \) from 0 to 6, but the most important and accurate are those published by the British Association for the Advancement of Science in 1932. The graphical representation of five of these functions is shown in Figure 12.

Table I gives the values of \( x \) for which \( y(x) = 0 \) and the corresponding values of \( -y'(x) \) and \( -x^2y'(x) \).

\[ \text{Figure 12} \]
Astrophysicists use the table of Emden's functions to estimate the density and the internal temperature of stars. For this purpose one introduces the following auxiliary quantities:

\[ R^* = x_0, \quad M^* = (-x^2y')_{x=x_0}, \quad D(x) = -x/(3y'), \quad D^* = D(x_0), \quad (16) \]

where \( x_0 \) is the first zero of \( y(x) \).

Let \( R \) be the observed radius of the star and \( M \) its mass. Then by (9)

\[ R = kR^*, \quad GM = kM^* \phi_0, \quad (17) \]

where \( k = [a \phi_0^{(n-1)/2}]^{-1} \).

We then have

\[ \frac{GMR^*}{M^* R} = \frac{kM^* \phi_0 R^*}{M^* k R^*} = \phi_0. \quad (18) \]

Let \( \rho_m \) be the mean density of the star, that is, \( \rho_m = M/[4\pi (3rR)^3] \), and let \( \rho_r \) be the density of an interior sphere of radius \( r \). We then have

\[ \rho_r = \frac{M_r}{4\pi r^3} = \frac{3}{4\pi G r^3} \left( -r^3 \frac{d \phi}{d r} \right) = \frac{\phi_0}{4\pi k^2 G} \left( -\frac{3y'}{x} \right) = \frac{\phi_0}{4\pi k^2 G D(x)}. \]

Since \( D(x) = 1 \) when \( x = 0 \), and since \( \rho_m = \rho_R \), we get as the ratio between the mean density and the density at the center of the star the following:

\[ \rho_0/\rho_m = D(x_0). \quad (19) \]

<table>
<thead>
<tr>
<th>( n )</th>
<th>( x_0 )</th>
<th>( y_0 )</th>
<th>( x_{1.5} )</th>
<th>( y_{1.5} )</th>
<th>( x_2 )</th>
<th>( y_2 )</th>
<th>( x_3 )</th>
<th>( y_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2.44949</td>
<td>0.8150</td>
<td>3.14159</td>
<td>0.31831</td>
<td>3.6575</td>
<td>0.20330</td>
<td>4.35287</td>
<td>0.12725</td>
</tr>
<tr>
<td></td>
<td>4.89988</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>3.55528</td>
<td>0.07626</td>
<td>6.89065</td>
<td>0.04243</td>
<td>35.96194</td>
<td>0.00480</td>
<td>102.60285</td>
<td>0.00119</td>
</tr>
<tr>
<td></td>
<td>2.18720</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>12.551</td>
</tr>
<tr>
<td>3.5</td>
<td>5.3581</td>
<td>0.07079</td>
<td>6.89065</td>
<td>0.00802</td>
<td>31.83646</td>
<td>0.00171</td>
<td>4.35287</td>
<td>0.12725</td>
</tr>
<tr>
<td></td>
<td>1.89056</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.73205</td>
</tr>
</tbody>
</table>

**Table I**

Since \( D(x) = 1 \) when \( x = 0 \), and since \( \rho_m = \rho_R \), we get as the ratio between the mean density and the density at the center of the star the following:

\[ \rho_0/\rho_m = D(x_0). \quad (19) \]
Formulas for central pressure \( (P_0) \) and central temperature \( (T_0) \) are similarly obtained. Thus, integrating (4), and noting that \( \phi \) is zero at the surface of the star, we have

\[
P_0 = \int_0^{\phi_0} \rho d\phi = \int_0^{\phi_0} L\phi^n d\phi = \frac{L\phi_0^{n+1}}{n+1} = \frac{\rho_0 \phi_0}{n+1}.
\]

(20)

We now introduce the formula: \( P = C\rho T \), where \( C \) is a technical constant equal to \( \kappa/(H\mu\beta) \) in which \( \kappa \) is the Boltzmann constant \( = 1.380 \times 10^{-16} \) erg. deg.\(^{-1} \), \( H \) is the mass of the hydrogen molecule \( = 1.673 \times 10^{-24} \) gm., \( \mu \) is the molecular weight of the gas in terms of hydrogen and \( \beta \) the ratio of radiation pressure to total pressure. Since, in stars of an order of size between \( 10^3 \) and \( 10^4 \) gm., \( \mu\beta \) is assumed to have a value of 2, we find that \( C = 4.124 \times 10^7 \). Hence, from (20), we get

\[
T_0 = \frac{P_0}{C\rho_0} = 2.425 \times 10^{-8} \frac{\phi_0}{n+1}.
\]

(21)

The following application (from A. S. Eddington\(^*\)) illustrates the use of these formulas and the significance of the Emden equation in the study of stellar phenomena.

For the bright component of Capella we have: \( M = 8.30 \times 10^{33} \) gm. and \( R = 9.55 \times 10^{11} \) cm., from which we compute: \( \rho_m = 0.00227 \). Assuming that \( \gamma = 4/3 \) in (6), we find from (19) that

\[
\rho_0 = D(x_0) \rho_m = 54.18 \rho_m = 0.123 \text{ gm. per cc.}
\]

Since, for \( n = 3 \), \( R^* = 6.90 \) and \( M^* = 2.018 \), we compute from (18)

\[
\phi_0 = \frac{6.668 \times 10^{-8} \times 8.30 \times 10^{33} \times 6.90}{2.018 \times 9.55 \times 10^{11}} = 1.981 \times 10^{16}.
\]

Hence, using (20), we get

\[
P_0 = \frac{1}{4} (0.1234 \times 1.981 \times 10^{16}) = 6.11 \times 10^{13} \text{ dynes per cm.}^2,
\]

and from (21),

\[
T_0 = \frac{1}{4} (2.425 \times 10^{-8} \times 1.981 \times 10^{15}) = 1.20 \times 10^7 \text{ degrees}.
\]

In more recent years the theory of Emden has been modified to take account of new knowledge with respect to radiation pressure and the so-called "guillotine factor", \( \tau \), which is related to density through the equation: \( \tau = \tau_0 \rho^a \). This factor depends upon the ionizing

potentials of the constituent elements of the star and enters into the coefficient of energy absorption. This theory tends to increase the value of the ratio \( \rho_0/\rho_m \), which, for the sun, under the Emden theory is 23.41 and under the new theory is 79.1. For an extensive description of this theory and the differential system, which replaces the Emden equations, the reader is referred to an article by S. Chandrasekhar: "The Structure, the Composition, and the Source of Energy of Stars" in a *Symposium on Astrophysics* (1951), edited by J. A. Hynek.

**PROBLEM**

Given the following values for the sun: \( M = 1.991 \times 10^{22} \text{ gm.} \) and \( R = 6.960 \times 10^{10} \text{ cm.} \), show that \( \rho_m = 1.410 \text{ gm. per cm.}^3 \). Assuming that \( \gamma = 7/5 \), show that \( \rho_0 = 23.41 \rho_m \). Also compute \( \phi_0 \), \( P_0 \), and \( T_0 \).

6. The Differential Equation of Isothermal Gas Spheres

In the problem considered in the previous section, the solution of the Emden equation for \( n = 5 \) had no zero in the finite plane. This implied an infinite distribution of the gas sphere and directed attention to problems associated with such distributions, which are perhaps approximated in the case of the giant stars. In the isothermal case, where the temperature, \( T \), remains constant, \( n \) is infinite. This fact makes it necessary to modify the arguments given in the preceding section.

Referring to Section 5, we see that when \( n = \infty \), \( \gamma = 1 \) and \( P = K \rho \). Hence, since \( dP = \rho d\phi \), we get by integration: \( \phi = K \log (\rho/\rho_0) \), that is, \( \rho = \rho_0 \exp (\phi/K) \). If \( \rho_0 \) is the central density, then \( \phi_0 \) must be zero, a change from the condition in the previous case where \( \phi \) was zero only at the boundary of the sphere. The constant temperature is connected with \( K \) by the formula: \( T = K \mu \beta / \kappa \), where the constants have the same significance as in Section 5.

Poisson's equation is now replaced by

\[
\nabla^2 \phi = -a^2 e^{\phi/K}, \quad a^2 = 4\pi \rho_0 G,
\]

which is generally known as *Liouville's equation*. It has already been described in Section 7 of Chapter 1.

Assuming spherical symmetry as before, equation (1) in polar coordinates reduces to the following:

\[
\frac{d^2 \phi}{dr^2} + \frac{2}{r} \frac{d\phi}{dr} + a^2 e^{\phi/K} = 0,
\]

which replaces equation (8) of Section 5.
If we let $\phi = Ky$, $r = (\sqrt{K/a})x$, then (2) becomes

$$\frac{d^2y}{dx^2} + \frac{2dy}{xdx} + e^r = 0,$$

which is to be solved subject to the boundary conditions: $y(0) = y'(0) = 0$.

It will be found by tedious computation that the solution about the origin can be expressed by the following series:

$$y = -\frac{1}{6}x^2 + \frac{1}{5.41}x^4 - \frac{8}{21.6}x^6 + \frac{122}{81.84}x^8 - \frac{61.67}{495.101}x^{10} + \ldots,$$

$$= -0.16666 \ 66667 \ x^2 + 0.00833 \ 3333 \ x^4 - 0.00052 \ 91006 \ x^6$$

$$+ 0.00003 \ 73555 \ x^8 - 0.00000 \ 22753 \ x^{10}. \ (4)$$

Using approximation methods, Emden computed a table of values of $y$ from $x=0$ to $x=2,000$, which are graphically represented in Figure 13.

Only one particular solution of equation (3) is known, namely, the function $y = \log 2 - 2 \log x$.

![Figure 13](image)

The counterpart of equation (3) in which $e^r$ is replaced by $e^{-r}$ appears in O. W. Richardson's theory of thermionic currents when one seeks to determine the density and electric force of an electron gas in the neighborhood of a hot body in thermal equilibrium.*

Richardson states that "the general condition for this equilibrium at constant temperature is that the force on the electron in any element of volume arising from the electric field should balance the force on the same element of volume arising from the pressure gradient."

This is equivalent to having the electric intensity $E$ satisfy the following nonlinear partial differential equation:

$$E \text{ div } E + \frac{KT}{e_0} \nabla^2 E = 0,$$

with the additional condition:

$$\text{grad } \log n = \frac{e_0}{\kappa T} E,$$

where $\kappa$ is Boltzmann's constant, $T$ the constant temperature, $e_0$ the charge on the electron, and $n$ the number of electrons per unit volume.

To obtain the differential equation satisfied by $v$, the volume of unit mass, one first computes the work done when unit mass is moved from a point $A$ in the field to a second point $B$ against a pressure $p$. Denoting this work by $w$, we get

$$w = \int_A^B pdv.$$  

But since the gas is in equilibrium the work done on the electron by the electric force is equal to $w$. Denoting this work by $w'$, we have

$$w' = -\int_A^B N_0 e_0 \frac{dV}{ds} ds,$$

where $V$ is the potential, $N_0$ the number of electrons per unit mass, and $ds$ is the element of the path from $A$ to $B$.

Equating (7) and (8), we have

$$\int_A^B pdv + \int_A^B N_0 e_0 \frac{dV}{ds} ds = 0.$$  

(9)

Since $p = RT/v$, we can write (9) as follows:

$$\int_A^B \frac{RT}{v} \frac{dV}{ds} ds + \int_A^B N_0 e_0 \frac{dV}{ds} ds = 0,$$

from which we have the equation:

$$\frac{RT}{v} \frac{dV}{ds} + N_0 e_0 \frac{dV}{ds} = 0.$$  

(10)
The potential \( V \) satisfies Poisson's equation:

\[
\nabla^2 V = 4\pi \rho = 4\pi N_\text{e}e_\text{v}/\nu.
\]

(11)

If the thermionic emission is from a flat plate of infinite extent, then \( ds = dx \) and equation (11) reduces to

\[
\frac{d^2 V}{dx^2} = 4\pi \rho.
\]

(12)

Making use of this equation, we eliminate \( V \) from (10) and thus obtain the following equation which Richardson used in his study of thermionic distribution in the neighborhood of flat surfaces:

\[
\frac{d^2 v}{dx^2} - \frac{1}{v} \left( \frac{dv}{dx} \right)^2 + C = 0, \quad C = 4\pi N_\text{e}^2 e_\text{v}^2/RT.
\]

(13)

If the emission is from a spherical surface with radial symmetry, then equation (11) must be expressed in polar coordinates and we have

\[
\frac{1}{r^2} \frac{d}{dr} \left( r^2 \frac{dV}{dr} \right) = 4\pi \rho.
\]

(14)

Using this to eliminate \( V \) from (10) we obtain the following nonlinear equation:

\[
\frac{d^2 v}{dr^2} - \frac{1}{v} \left( \frac{dv}{dr} \right)^2 + \frac{2}{r} \frac{dv}{dr} + C = 0.
\]

(15)

By means of the transformation:

\[
v = e^v, \quad r = \alpha x, \quad \alpha^2 C = 1,
\]

equation (15) assumes the following form:

\[
\frac{d^2 y}{dx^2} + \frac{2}{x} \frac{dy}{dx} + e^{-v} = 0.
\]

(16)

**PROBLEMS**

1. Show that equation (13) has a particular solution of the form:

\[
v = (\alpha x + \beta)^2.
\]

Make the transformation \( \log v = y \) and obtain the general solution of (13).

2. Obtain a series solution of (16) which satisfies the conditions:

\[
y(0) = y'(0) = 0.
\]
7. Equations of Emden Type

By an equation of Emden type, we shall mean any equation of the following form:

$$\frac{d^2y}{dx^2} + \frac{2}{x} \frac{dy}{dx} + f(y) = 0,$$

(1)

where \( f(y) \) is some given function of \( y \). In the preceding two sections \( f(y) = y^n \) and \( e^y \).

We shall now consider eight additional cases by specializing \( f(y) \) as follows:

\[
f(y) = \pm \sin y, \pm \cos y, \pm \sinh y, \pm \cosh y.
\]

(2)

But if \( x \) and \( y \) are variables in the complex plane, then an Emden equation involving any one of these eight functions can be reduced to an Emden equation involving any other. To see this, let us first observe that under the linear transformation

\[
y = u + p,
\]

(3)

where \( p \) is a constant, equation (1) assumes the form:

\[
\frac{d^2u}{dx^2} + \frac{2}{x} \frac{du}{dx} + f(u + p) = 0.
\]

(4)

If \( f(y) \) is a periodic function, and if \( p \) is any period, then equation (1) is unchanged by the transformation. This means that any solution of (1) which is increased by a period of \( f(y) \) is also a solution. Since all the functions in (2) are periodic, this property is possessed by any equation of which they are a member.

Let us now denote any member of set (2) by \( f_m(y) \) and any other member by \( f_n(y) \). We then observe that real or imaginary values of \( p \) and \( q \) exist, such that

\[
f_m(qu + p) = kf_n(u),
\]

(5)

where \( k \) is a constant. For example, \( \cosh(u + \frac{1}{2} \pi i) = i \sinh u \) and \( \cosh(iu + \frac{1}{2} \pi i) = \sin u \).

If we now subject the equation

\[
\frac{d^2y}{dx^2} + \frac{2}{x} \frac{dy}{dx} + f_m(y) = 0,
\]

(6)

to the transformation:

\[
y = qu + p, \quad x = ct,
\]

(7)
where \( c^2 = kq \), then (6) transforms into the following equation:

\[
\frac{d^2u}{dt^2} + \frac{2}{t} \frac{du}{dt} + f_n(u) = 0. \tag{8}
\]

Thus the proposition is established.

As in the cases previously considered, an analytic solution of (1) is always possible in the neighborhood of \( x = 0 \) for the boundary conditions:

\[
y(0) = y_0, \quad y'(0) = 0. \tag{9}
\]

If we denote by \( f_0, f_0', f_0'', \) etc., the values of \( f(y) \) and its derivatives when \( y = y_0 \), then the expansion of the solution to four terms in the neighborhood of \( x = 0 \) is given by the following series:

\[
y = y_0 - f_0 \frac{1}{3!} x^3 + f_0 f_0' \frac{1}{5!} x^5 - \left(5 f_0^2 f_0' + 3 f_0 f_0''\right) \frac{1}{3 \cdot 7!} x^8 + \ldots . \tag{10}
\]

The term in \( y' \) in equation (1) can be removed by means of the transformation:

\[
y = \frac{1}{x} \varepsilon(x). \tag{11}
\]

We thus obtain

\[
\frac{d^2\varepsilon}{dx^2} + \varepsilon(x) = 0. \tag{12}
\]

We shall now consider separately the eight cases defined by (2), where we shall assume the boundary conditions: \( y(0) = 1, \ y'(0) = 0. \)

(a) \( f(y) = \sin y. \)

The phase trajectory, that is, \( y' = F(y) \), is shown in Figure 14 and the values of \( y \) and \( y' \) as functions of \( x \) are graphed in Figure 15. The motion is seen to be a damped oscillation.

(b) \( f(y) = -\sin y. \)

This case can be referred to (a) by setting \( p = -\pi \) in equation (3). The focal point, which was zero in the first equation, is now transferred to \( \pi \), as one observes from Figure 16. But the boundary conditions are now different, for they correspond to \( y(0) = 1 - \pi, \ y'(0) = 0 \), in the first case.

(c) \( f(y) = \cos y. \)

This problem can be referred to (a) by setting \( p = \pi/2 \) in equation (3) and choosing the boundary conditions: \( y(0) = 1 + \pi/2 \). In the phase-trajectory, Figure 18, a focal point appears at \( y = -\pi/2, \ y' = 0. \) The motion is again a damped oscillation.
(d) \( f(y) = -\cos y. \)

This problem is referred back to case (a) by setting \( p = -\pi/2 \) and using the boundary conditions: \( y(0) = 1 - \pi/2, \ y'(0) = 0. \) The phase diagram and the curves \( y = y(x), \ y' = y'(x) \) are shown in Figure 20.

(e) \( f(y) = \sinh y. \)

The phase trajectory for this case is shown in Figure 22 and the graphs of \( y = y(x) \) and \( y' = y'(x) \) in Figure 23. We see what appears at first sight to be a surprising fact, namely, that this case differs very little from (a) where \( f(y) = \sin y. \)
An explanation is readily obtained from equation (12), however, for if we expand \( f(z/x) \) as a power series in \( z/x \) for the two cases, we obtain the following two equations:

Case (a): \( z'' + z - \frac{1}{3!} \frac{z^3}{x^3} + \frac{1}{5!} \frac{z^5}{x^5} \ldots = 0, \)

Case (e): \( z'' + z + \frac{1}{3!} \frac{z^3}{x^3} + \frac{1}{5!} \frac{z^5}{x^5} \ldots = 0. \) (13)

If \( |z| \) remains less than or equal to 1, then, as \( x \) increases, both equations are asymptotic to \( z'' + z = 0. \)
(f) \( f(y) = -\sinh y \).

The solution in this case increases exponentially. The phase trajectory, \( y' = F(y) \) and the curves \( y = y(x) \) and \( y' = y'(x) \) are shown in Figure 24.

(g) \( f(y) = \cosh y \).

In this case both \( y = y(x) \) and \( y' = y(x) \) decrease exponentially, as shown in Figure 21.

(h) \( f(y) = -\cosh y \).

This case resembles closely case (f) as is shown by Figure 25, which may be compared with Figure 24. The reason is obvious since the dominating term in each function is \(-e^y\).

\[ \begin{align*}
&\text{Figure 24} \\
&\text{Figure 25}
\end{align*} \]

8. The Duffing Problem

The Duffing problem concerns the integration of the following equation:

\[
\frac{d^2y}{dt^2} + ay + by^3 = K \sin \Omega t, \quad a > 0, \tag{1}
\]

which is that of a simple pendulum moved by a driving force \( K \sin \Omega t \). This equation was the subject of a small book by G. Duffing in 1918 and has been investigated by many others since that time.
Without essential loss of generality it can be written in the simpler form
\[ y'' + y + ry^3 = K \sin \Omega t, \]  
(2)
since we can make the transformation: \( t = ct' \) and choose \( c \) so that \( a = 1 \). It should also be observed that the driving force could equally well be \( K \cos \Omega t \), since the equation is unchanged by the linear translation: \( t = t' + \rho \).

Although equation (1) looks comparatively simple, this simplicity is entirely specious. Its solution is a matter of great difficulty and only limited progress has been made in the mathematical understanding of it. The reason for this is readily understood, for, in the comparatively simple linear case, where \( r = 0 \), we have already shown in Chapter 10 the numerous complexities introduced by simple variations of the forcing function. These complexities are multiplied severalfold in (2), where, for example, the period of the solution of the null equation
\[ y'' + y + ry^3 = 0, \]  
(3)
does not depend alone upon \( r \), but also upon the amplitude of the motion. In the linear case we have the phenomenon of resonance when the period of the forcing function is equal to the period of the solution of the null (homogeneous) equation. It is independent of \( K \). But this is not the case for (2), where resonance is a function of \( r \), \( \Omega \), and \( K \).

The analytical difficulties of the problem are perhaps most readily apprehended if we write equation (2) as the following system:
\[ y'' + y + ry^3 = z, \quad z'' + \Omega^2 z = 0, \]  
(4)
which we can do, since the forcing function is a solution of the second equation.

If the first equation is differentiated twice and \( z \) eliminated, we obtain the following nonlinear equation of fourth order:
\[ y^{(4)} + (1 + \Omega^2 + 3ry^3)y'' + 6ry(y')^2 + \Omega^2 y + r\Omega^2 y^3 = 0, \]  
(5)
which is the null-equivalent of (1). If one refers to Example 1, Section 3, Chapter 10, he will be instructed as to the complexities inherent in the solution of (5) by observing those introduced in the same manner in the much simpler case of a linear system.

The method which we shall use here is to express the solution of (1) as the following Fourier series:
\[ y = a_1 \sin \omega t + a_3 \sin 3\omega t + a_5 \sin 5\omega t + \ldots, \]  
(6)
where \( \omega \) is a period of the null equation (3).
This, of course, gives us considerable latitude in the choice of $\omega$, since, as we have shown in Section 5, Chapter 10, this quantity depends upon an arbitrary constant and can be written in the following form:

$$\omega^2 = 1 + \frac{3}{4} \pi C^2 - \frac{3}{128} r^2 C^4 + \frac{9}{512} r^3 C^6 + \cdots,$$  \hfill (7)

where $C$ is arbitrarily given. When $r = -\frac{1}{6}$ (the case of the pendulum), $C$ is the value of the maximum excursion of the bob.

In general, the period of the driving force will be different from $\omega$. To surmount this difficulty we shall express $K \sin \Omega t$ as a Fourier series in $\omega$, that is

$$K \sin \Omega t = K_1 \sin \omega t + K_3 \sin 3\omega t + K_5 \sin 5\omega t + \cdots,$$  \hfill (8)

where the coefficients are derived from the formula:

$$K_{2n+1} = \frac{2}{\pi} \frac{K \sin \mu}{\mu^2 - (2n+1)^2}, \quad \mu = \Omega/\omega.$$  \hfill (9)

We have already shown in Section 5, Chapter 10, that the solution of (3) can be written as the following Fourier series:

$$u = u_1 \sin \omega t + u_3 \sin 3\omega t + u_5 \sin 5\omega t + \cdots,$$  \hfill (10)

and explicit values have been derived for the parameters.

We shall now assume that the solution of (2) can be written in the form

$$y = u + v,$$  \hfill (11)

and shall seek to show that $v$ can be expanded in a Fourier series similar to (10), namely,

$$v = v_1 \sin \omega t + v_3 \sin 3\omega t + v_5 \sin 5\omega t + \cdots.$$  \hfill (12)

If $y$ as given by (11) is now forced into equation (2), the following equation is obtained for the determination of $v$:

$$v'' + v + 3r \, v^3 + 3r \, uv^2 + r \, v^3 = K \sin \Omega t.$$  \hfill (13)

The question now, which is far from obvious, is to determine whether or not $v$ can have the form specified in (12). If (12) is now substituted in (13) and the multiplications $u'v$, $uv^2$, and $v^3$ performed, it will be found that the resulting series will contain terms of the form: $S_3, S_1, S_5, S_7$, etc., where we use the abbreviations:

$$S_1 = \sin \omega t, \quad S_3 = \sin 3\omega t, \quad S_5 = \sin 5\omega t, \quad \text{etc.}$$  \hfill (14)
But an easy calculation shows that

\[
S_3^2 = \frac{3}{4} S_3 - \frac{1}{4} S_9, \quad S_1 S_9^2 = \frac{1}{2} S_1 + \frac{1}{4} S_9 - \frac{1}{4} S_{11},
\]

\[
S_3 S_5 S_7 = \frac{1}{4} (S_1 + S_5 + S_9 - S_{11}), \text{ etc. (15)}
\]

It thus follows that the left-hand member of (13) reduces to a linear combination of \( S_1, S_3, S_5, S_7 \), etc., the coefficients of which will be defined by a system of algebraic equations obtained by setting the coefficients of \( S_1, S_3, S_5, S_7 \), etc., equal respectively to \( K_1, K_3, K_5, K_7 \), etc., obtained from equation (8).

In this manner we have shown that the solution of the original equation can be expressed formally as a Fourier series of the specified type defined by (6). We now substitute (6) in equation (2). After a somewhat tedious calculation it will be found that the first four parameters in (6) must satisfy the following system of equations:

\[
(1 - \omega^2) a_1 + \frac{3}{4} r(a_1^2 + 2a_1a_3 + 2a_3^2 + 2a_1a_5 - a_1^3 - 2a_1a_3a_5 - 2a_1a_5a_7 + 2a_3a_5a_7 + a_3^3a_7) = K_1,
\]

\[
(1 - 9\omega^2) a_3 + \frac{1}{4} r(-a_1 + 6a_1a_3 - 3a_1a_5 + 6a_3a_5 - 6a_1a_3a_5 + 6a_1a_5a_7 + 3a_3^2 + 6a_3a_5^2 + 6a_5^3 + 3a_3^2a_7) = K_3,
\]

\[
(1 - 25\omega^2) a_5 + \frac{3}{4} r(a_1a_3^2 - a_1a_5^2 + 2a_1a_3 + a_1^3a_5 - 2a_1a_3a_5 + 2a_3a_5^2 + 2a_3^2a_5 + a_3^3a_5) = K_5,
\]

\[
(1 - 49\omega^2) a_7 + \frac{3}{4} r(-a_1a_3^2 + a_1a_5^2 + 2a_1a_3 + a_1^3a_5 - 2a_1a_3a_5 + 2a_3a_5^2 + 2a_3^2a_5 + a_3^3a_5) = K_7.
\]

From this obviously complicated set of equations we can obtain at least one simple result. Thus, if \( r = 0 \), we have

\[
a_{2n+1} = \frac{K_{2n+1}}{[1 - (2n+1)^2\omega^2]}, \quad n = 0, 1, 2, \text{ etc. (17)}
\]

provided \( \omega \neq 1/(2n+1) \). Otherwise we shall have resonance in the linear system such as that exhibited in Example 3, Section 3, Chapter 10. Since \( \omega \), as defined by (12), equals 1 when \( r = 0 \), it is clear that we may expect difficulties with the solution if \( \omega \) has a value close to unity.
If we assume that the solution of (1) is given by series (6), it is clear that at $t=0$ we have $y_0=0$. Moreover, for any arbitrarily chosen value of $y'$, let us say $y'_0$, we obtain the following equation:

$$y'_0=\omega(a_1+3a_3+5a_5+7a_7+\ldots).$$  \hspace{1cm} (18)

This is a linear relationship between the parameters, which must be added to the nonlinear set (16) above.

If $r\neq0$, and if we neglect all harmonic terms beyond the third, then system (16) reduces to the following:

$$4(1-\omega^2)a_1+3r\ a_1^2+6r\ a_1a_3+6r\ a_1a_5-3r\ a_3^2a_3-6r\ a_1a_3a_5+3r\ a_5^3a_5=4K_1$$

$$4(1-9\omega^2)a_3-ra_1^2+6r\ a_1a_3-3r\ a_3^2a_5+6r\ a_1a_3a_5+3r\ a_5^3+6r\ a_3a_5^2=4K_3.  \hspace{1cm} (19)$$

Adjoining to this system the linear equation,

$$y'_0=\omega(a_1+3a_3+5a_5),$$  \hspace{1cm} (20)

by means of which one of the three parameters can be removed, let us say $a_5$, we obtain a set of two cubic equations in two variables which will, in general, lead to nine solutions.

There is no simple way in which this system can be solved for $a_1$ and $a_3$, although the eliminant for either variable can be formed as a determinant of sixth order by Sylvesters dialytic method (See Section 6, Chapter 13). Since the resulting equation, in the general case, is of ninth degree there will be at least one real solution. This can usually be located graphically without great difficulty and computed to any desired degree of accuracy.

As an example we shall consider the equation:

$$y''+y-\frac{1}{6}y^3=2\sin 3\omega t.$$  \hspace{1cm} (21)

The null equation:

$$u''+u-\frac{1}{6}u^3=0,$$  \hspace{1cm} (22)

we have already solved in Section 5, Chapter 10. Corresponding to an initial displacement of $\pi/3$, we found the values: $\omega^2=0.86202$, $\omega=0.92845$, and this we shall assume defines the value of $\omega$ in (21). Since $3\omega$ is considerably larger than the critical value of unity, we anticipate no difficulty with the convergence of series (6). Further reasons for this will be given in the next section. We shall assume as initial values: $y_0=y'_0=0$. 
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Since the constants in (19) are the following: \( \omega^2 = 0.86202, \ r = -1/6, \ K_1 = 0, \ K_3 = 2, \) we have, after the elimination of \( a_5, \) the following set of equations:

\[
1.10384a_1 - 1.08a_3^3 - 3.72a_1a_3^2 + 0.12a_1a_3 + 0.6a_3 = 0, \quad (23-a)
\]

\[
-162.1963a_5 + 0.4a_3^3 - 6.84a_1a_3^2 - 2.16a_1a_3 + 5.16a_3^2 = 48 \quad (23-b)
\]

Proceeding graphically as shown in Figure 26, we determine approximately the real point \( (P) \) of the intersection of the curves represented by equations (23). These are denoted respectively by \((a)\) and \((b)\) in the figure. The coordinates of this point are then determined more exactly by interpolation and are found to be:

\[
a_1 = 0.8333, \quad a_3 = -0.2878. \quad (24)
\]

The value of \( a_5 \) is then computed from (20) in which \( y_0' = 0, \) from which we have: \( a_5 = 0.0060. \)
Therefore, to a satisfactory degree of approximation, we obtain the solution of (21) in the following form:

\[ y = 0.8333 \sin \omega t - 0.2878 \sin 3\omega t + 0.0060 \sin 5\omega t. \]  

(25)

The phase diagram for this equation is shown in (a) of Figure 27, which shows a simple configuration consisting of two symmetric ovals. This we have called the diagram of the double egg. The graphical representations of \( y \) and its first two derivatives are given in (b), (c), and (d) of the figure. These same curves through several cycles were obtained by the analogue computer in order to confirm the analysis and are shown in Figure 28.

Intrigued by the great variety of figures obtained in the phase-plane for various choices of \( K \) and \( \Omega \), the computers made a number of these. A rather characteristic pattern is shown in Figure 29, together with the component functions \( y, y', \) and \( y'' \). In this case \( K=2, \ \Omega=5\omega \).
The beautiful configuration shown in Figure 30 was discovered by Norriss Hetherington and has been called the Norriss Heart. It is given by the values: $K=1$, $\Omega=2\omega$. The pattern shown in Figure 31, corresponding to $K=3$, $\Omega=3\omega$, was named Murphy's Eyeballs, in recognition of the titular deity who presides over error in computing laboratories.*

*Murphy is credited with the discovery of three propositions: (1) If anything can go wrong, it will; (2) Things when left alone can only go from bad to worse; (3) Nature sides with the hidden flaw. During this investigation Murphy's eyes were constantly upon these computations.
9. Nonlinear Resonance—The Jump Phenomenon

We turn next to a consideration of the more difficult case of the Duffing equation, that is,

\[ y'' + y + ry^3 = K \sin \Omega t, \tag{1} \]

where \( \Omega \) is a value in the neighborhood of \( \omega \), a period of the null equation.

We have shown in an empirical way that the system of equations given by (16) in Section 8 can have stable solutions for appropriately chosen values of \( \Omega \) and \( K \). But an existence theorem assuring stable solutions would be very difficult to give because of the obvious analytical difficulties presented by the nonlinear character of the equations. In spite of this, however, it is clear from Cauchy's existence theorem that a local solution of (1) must exist in the neighborhood of \( t=0 \) for every value of \( \Omega \) and \( K \). But it is a different matter to determine whether or not this solution can be expressed in a convergent series of the form assumed in the preceding section.

If we examine the case where \( r=0 \) and \( \Omega=1 \), we find that the solution of (1), for which \( y_0 = y'_0 = 0 \), has the form

\[ y = \frac{1}{2} K \sin t - \frac{1}{2} K t \cos t. \tag{2} \]

While the solution is thus oscillatory it is not periodic. On the contrary, it is unstable and approaches infinity with an amplitude which increases as \( Kt/2 \). This solution, of course, is well known, and when it appears, the phenomenon which it describes is said to exhibit resonance.

That resonance should also be observed in solutions of equation (1) when \( r \neq 0 \) is to be expected, but the conditions under which it appears are by no means easy to state. One very curious aspect of such unstable solutions is what has been called the "jump" phenomenon. A solution \( y = y(t) \) will appear, through a considerable interval of time, to be a stable oscillation. Then, without obvious reason, it will become unstable in such a sudden and abrupt manner that the motion which it describes appears very much like a jump.

The phenomenon of resonance as exhibited by equation (1) differs from that in the linear case through a functional relationship between \( K \) and \( \Omega \) which divides the region of stability from that of instability. It is our purpose to discover something about this function.

For this purpose we shall make use of the method of continuous analytic continuation described in Chapter 9 as an empirical probe and shall seek by means of it to determine the boundary between the
regions of resonance and nonresonance. The results thus obtained are then checked by applying the differential analyzer to the same problem. It will be convenient in this investigation to formulate the results in terms of a known period of the null equation and for this purpose we shall assume the values \( r = -1/6 \), \( \omega = 0.92845 \), \( \omega^2 = 0.86202 \). This choice of \( \omega \), it will be recalled from Section 5, Chapter 10, corresponds to the case of a pendulum with an initial displacement of \( \pi/3 \). The boundary conditions will be \( y_0 = y'_0 = 0 \) for \( t = 0 \).

In order to illustrate the method we shall apply it first to the case where \( K = 2 \), \( \Omega = \omega \). Since a local solution exists in the neighborhood of the origin, we find its expansion to \( (\Delta t)^7 \) by evaluating successive derivatives of \( y(t) \). The following series is thus obtained:

\[
y = \frac{2}{3!} \Omega (\Delta t)^3 - \frac{2}{5!} (\Omega + \Omega^2) (\Delta t)^5 + \frac{2}{7!} (\Omega + \Omega^3 + \Omega^2) (\Delta t)^7 + \ldots \tag{3}
\]

The radius of convergence, of course, is unknown. That the series is entire is very doubtful, since the elliptic function which solves the null equation has polar singularities in the finite plane.

Since equation (3) is inadequate for the evaluation of \( y \) except in the immediate vicinity of the origin, we now introduce the equations by means of which the solution can be analytically continued. In spite of the complex configurations to which they are to be applied, sufficient accuracy will be attained by using derivatives only to fourth order. We thus obtain the following:

\[
y_{t+1} = y_t + y'_t \Delta t + K \frac{\Omega}{2!} \sin \Omega t_t (\Delta t)^2 + K \frac{\Omega}{3!} \cos \Omega t_t (\Delta t)^3 - \frac{K \Omega^2}{4!} \sin \Omega t_t (\Delta t)^4 + \frac{1}{2} (-y_t - ry_t^2) (\Delta t)^2 + \frac{y'_t}{3!} (-1 - 3ry_t^2) (\Delta t)^3 + [-6ry_t y'_t^2 + (1 + 3ry_t^3) (y_t + ry_t^3 - K \sin \Omega t_t)] \frac{(\Delta t)^4}{4!},
\tag{4}
\]

\[
y'_{t+1} = y'_t + K \sin \Omega t_t \Delta t + \frac{K \Omega}{2!} \cos \Omega t_t (\Delta t)^2 - \frac{K \Omega^2}{3!} \sin \Omega t_t (\Delta t)^3 + (-y_t - ry_t^2) \Delta t + \frac{y'_t}{2!} (-1 - 3ry_t^2) (\Delta t)^2 + [-6ry_t y'_t^2 + (1 + 3ry_t^3) (y_t + ry_t^3 - K \sin \Omega t_t)] \frac{(\Delta t)^3}{3!}.
\]

With increments of \( \Delta t = 0.1 \), the solution was extended analytically to \( t = \pi \) and was found to increase monotonically. The results of this computation are shown in Figure 32. The instability of the solution is readily seen from the phase diagram.
A systematic study was now initiated to determine the approximate line,

\[ F(K, \Omega) = 0, \]

which defines the boundary between the stable and the unstable solutions. Curves were first constructed in the phase-plane \((y', y)\) for various values of \(K\) and \(\Omega = n\omega\) until two regions were roughly outlined, one in which there was resonance and the other in which there was no resonance. The boundary between the two regions was then more exactly obtained by computing \(y\) and \(y'\) by means of formulas (4) for a systematic set of values of \(K\) and \(n\omega\), where \(K\) and \(n\) varied by small increments.

The results of this investigation are shown in Figure 33, where values of \(K\) and \(\Omega\) in the shaded area were found to produce unstable solutions and those in the unshaded area stable solutions. The cross in the shaded area corresponds to the resonance pattern shown in Figure 32 and the dots in the unshaded region correspond to the stable solutions given in Figures 27 to 31. In order to define the boundary line \(AB\) a least-squares polynomial was fitted to the midpoints between neighboring positions of stability and instability. The equation of the polynomial thus obtained is the following:

\[
k = 3.3864(n-1) - 0.8811(n-1)^2 - 0.0052(n-1)^3 + 0.0701(n-1)^4 - 0.0109(n-1)^5, \tag{5}\]

where \(n\) varies between 1 and 5.

A special investigation was made of the small region of stability between 0 and \(\omega\), since it was here that one encountered the curious jump phenomenon which has already been described above. A
characteristic jump is shown in Figure 34, which gives the graphs of $y(t)$ and $y'(t)$ corresponding to $K=0.8$, $\Omega=0.27\omega$. The phase-diagram appears in (a) of Figure 35.

The problem of defining the boundary between the stable and unstable regions was much more difficult than in the previous case, since very complex patterns were encountered and for very small values of $\Omega$ long runs on both the digital and analogue computers
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were necessary before resonance appeared. This is shown by the phase graphs in (b) and (c) of Figure 35, which correspond respectively to the points $K=0.25$, $\Omega=0.81\omega$ and $K=0.9$, $\Omega=0.05\omega$. The results of this investigation are shown in Figure 36, where the boundary $CD$ is well defined, but the boundary $OC$ is to be regarded as somewhat conjectural. As in the previous case, a least-square polynomial was fitted to the midpoints of contiguous positions of stability and instability. The equation of the polynomial thus obtained is given as follows:

$$
\frac{K}{10} = 0.22642(1-n) - 1.0570(1-n)^2 + 3.5602(1-n)^3
$$

$$
-4.8358(1-n)^4 + 2.2435(1-n)^5, \quad (6)
$$

where $n$ varies between 0.2 and 1.
10. The Generalized Equation of Blasius

By the generalized equation of Blasius we mean the following non-linear equation of third order:

\[
\frac{d^3y}{dx^3} + ay \frac{d^2y}{dx^2} = \beta \left[ \left( \frac{dy}{dx} \right)^2 - 1 \right]
\]  

(1)

where \(a\) and \(\beta\) are arbitrary constants. But \(a\) can be set equal to 1 without loss of generality, as one sees from the transformation: \(y = pz, x = pt\), where \(p^2a = 1\).

The boundary conditions of greatest interest (for \(a = 1\)) are the following:

\[
y(0) = y'(0) = 0, \quad y'(x) \to k, \quad \text{as } x \to \infty,
\]

(2)

where \(k\) is a constant. When \(\beta \geq 0\), these conditions are sufficient to insure a unique solution of the equation, but this uniqueness fails when \(\beta < 0\).

The equation for the case where \(\beta = 0\) was originally solved by H. Blasius, who introduced it in studying the laminar flow of a fluid. The more general problem, where \(\beta \neq 0\), has been the object of study by Goldstein, Howarth, Falkner and Skan, Hartree, and others. (See Bibliography).

Since the equation occupies an important place in the boundary layer problem of hydrodynamics, a short account of its origin may
prove instructive.* One considers the flow of a fluid which streams past a plate placed edgeways in it. We shall denote the velocity of the fluid by $U$, which is assumed to be constant except for the disturbance of the plate. The coefficient of viscosity and the density are respectively $\nu$ and $\rho$. The Reynolds number is assumed to be sufficiently small so that the motion is without turbulence.

The equations of laminar flow with a pressure gradient are the following:

$$
\frac{\partial u}{\partial x} + \nu \frac{\partial u}{\partial y} = -\frac{\partial^2 u}{\partial y^2} \frac{1}{\rho} \frac{\partial p}{\partial x},
$$

$$
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0,
$$

where $x$ is the direction of flow, $y$ the direction of the normal to the plate, $u$ and $v$ the components of the velocity in the directions $x$ and $y$ respectively, and $p$ the static pressure in the boundary layer. The situation is shown graphically in Figure 37.

\[\text{Figure 37}\]

The physical assumptions, that there is no slip at the boundary and that the boundary is a stream-line, are expressed by the conditions that $u=v=0$, when $y=0$. A third condition requires that $u/U \rightarrow 1$ as $y \rightarrow \infty$.

If we introduce a stream function $\psi$, where

$$
u = -\frac{\partial \psi}{\partial y}, \quad v = \frac{\partial \psi}{\partial x},
$$

then equations (3) reduce to the following single equation:

$$
\frac{\partial \psi}{\partial y} \frac{\partial^2 \psi}{\partial x \partial y} - \frac{\partial \psi}{\partial x} \frac{\partial^2 \psi}{\partial y^2} = -\nu \frac{\partial^2 \psi}{\partial y^3} \frac{1}{\rho} \frac{\partial p}{\partial x}
$$

Introducing the assumption that
\[ p + \frac{1}{2} \rho v^2 = \text{a constant}, \text{ and } v = kx^m, \]
we have
\[ \frac{\partial v}{\partial x} = \rho v \frac{\partial v}{\partial x} = \rho m v^2 / x, \]
and equation (5) becomes
\[ \frac{\partial \psi}{\partial y} \frac{\partial^2 \psi}{\partial x \partial y} - \frac{\partial \psi}{\partial x} \frac{\partial^2 \psi}{\partial y^2} + v \frac{\partial^3 \psi}{\partial y^3} - mv^2 / x = 0. \] (6)

If we now transform to the new variables
\[ \phi = \psi / \sqrt{2uv}, \quad z = yv / \sqrt{2uv}, \] (7)
equation (6) assumes the following form:
\[ x \left[ \frac{\partial \phi}{\partial z} \frac{\partial^2 \phi}{\partial x \partial z} - \frac{\partial^2 \phi}{\partial z^2} \frac{\partial \phi}{\partial x} \right] + \left[ m \left( \frac{\partial \phi}{\partial z} \right)^2 - \frac{m+1}{2} \phi \frac{\partial^2 \phi}{\partial z^2} + \frac{\partial \phi}{\partial z} - m \right] = 0. \] (8)

The assumption, justified by observation, is now made that \( \phi \) is a function of \( z \) alone, and equation (8) reduces to the following:
\[ m \left( \frac{d \phi}{dz} \right)^2 - \frac{m+1}{2} \phi \frac{d^2 \phi}{dz^2} + \frac{d \phi}{dz} = m = 0. \] (9)

If we now write
\[ \eta = Az, \quad f = -A \phi, \quad \text{where } A^2 = (m+1)/2, \]
equation (9) reduces to
\[ f^{(3)} + ff'' = \beta (f'' - 1), \quad \beta = 2m / (m+1), \]
that is to say, with proper change of variables, to (1).

We shall now consider the solution of the original equation of Blasius, that is to say, where \( \beta = 0 \), subject to the boundary conditions (2). But we can, without loss of generality, set \( a = 1 \) and \( k = 1 \). To see this we subject equation (1), \( \beta = 0 \), to the transformation:
\[ y = pqz, \quad x = q \xi, \] (10)
and thus obtain:
\[ \frac{d^2 z}{dq^2} + \alpha pq \frac{d^2 z}{dq^2} = 0, \quad \frac{dy}{dx} = \frac{p}{q} \frac{dz}{dq}, \] (11)
The conditions are fulfilled if we set \( apq = 1, \ p/q = k \), that is, when
\[
p = \sqrt{k/a}, \quad q = \sqrt{1/(ka)}.
\] (12)

The problem is thus reduced to solving the equation:
\[
y^{(3)} + y y^{(2)} = 0,
\] (13)
subject to the boundary conditions:
\[
y(0) = y'(0) = 0, \quad y' \to 1, \quad x \to \infty.
\] (14)

In order to achieve this we now observe that \( y \) can be written as follows:
\[
y = \alpha^{1/3} \phi(\alpha^{1/3} x),
\] (15)
where \( \alpha \) is an arbitrary parameter.

When \( \phi \) is expanded as a power series and note taken of the first two conditions in (14), the following solution is achieved:
\[
y = \frac{1}{2!} a_0 \alpha x^2 - \frac{1}{5!} a_1 \alpha^2 x^5 + \frac{1}{8!} a_2 \alpha^2 x^8 - \cdots + (-1)^n \frac{1}{(3n+2)!} a_n \alpha^{n+1} x^{3n+2} + \cdots,
\] (16)
where the \( a_n \) are determined from the following formula
\[
a_n = \sum_{m=0}^{n-1} \binom{n-1}{m} C_{3m} a_m a_{n-m-1},
\] (17)
in which \( \binom{n}{m} \) is the binomial coefficient.

From this formula we obtain the following values:
\[
a_0 = a_1 = 1, \ a_2 = 11, \ a_3 = 375, \ a_4 = 27,897, \ a_5 = 3,817,137, \\
a_6 = 865,874,115, \ a_7 = 298,013,289,795.
\]

In order to solve the problem one now selects arbitrarily some value of \( \alpha \) and by a process of continuation evaluates the limiting value of \( y' \) obtained from the derivative of (16). If this limit is \( k \), then the value of \( \alpha \) which belongs to the conditions (14), let us say \( \alpha_1 \), is given by the formula:
\[
\alpha_1 = k^{-3/2} \alpha.
\] (18)

In the numerical solution of this problem Howarth computed a five-decimal table of \( y, \ y', \) and \( y'' \) with \( k = 2 \) and Hartree a four-decimal table of \( y' \) for \( k = 1 \). The values of \( \alpha \) found respectively by the two computers were 1.32824 and 0.4696, but it is seen from (18) that the ratio of the two numbers is \( 2\sqrt{2} = 2.828427 \). One also sees that the
values in the two tables are related through the following transformation, where \( y \) is Howarth’s variable and \( z \) that of Hartree:

\[
y = \sqrt{2z}, \quad \frac{dy}{dx} = \frac{d^2y}{dx^2} = 2\sqrt{2} \frac{d^2z}{dt^2}, \quad x = \frac{1}{2} \sqrt{2t}.
\]

The following values are those computed by Howarth:

<table>
<thead>
<tr>
<th>( x )</th>
<th>( y )</th>
<th>( y' )</th>
<th>( y'' )</th>
<th>( x )</th>
<th>( y )</th>
<th>( y' )</th>
<th>( y'' )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.00000</td>
<td>0.00000</td>
<td>1.32624</td>
<td>2.3</td>
<td>2.88829</td>
<td>1.96537</td>
<td>0.11793</td>
</tr>
<tr>
<td>0.1</td>
<td>0.00664</td>
<td>0.13282</td>
<td>1.32795</td>
<td>2.4</td>
<td>3.08534</td>
<td>1.97558</td>
<td>0.08748</td>
</tr>
<tr>
<td>0.2</td>
<td>0.02656</td>
<td>0.26653</td>
<td>1.32959</td>
<td>2.5</td>
<td>3.28329</td>
<td>1.98590</td>
<td>0.06633</td>
</tr>
<tr>
<td>0.3</td>
<td>0.05974</td>
<td>0.39788</td>
<td>1.33033</td>
<td>2.6</td>
<td>3.48189</td>
<td>1.98849</td>
<td>0.04557</td>
</tr>
<tr>
<td>0.4</td>
<td>0.10611</td>
<td>0.52952</td>
<td>1.33097</td>
<td>2.7</td>
<td>3.68094</td>
<td>1.99231</td>
<td>0.03171</td>
</tr>
<tr>
<td>0.5</td>
<td>0.16557</td>
<td>0.65967</td>
<td>1.29304</td>
<td>2.8</td>
<td>3.88031</td>
<td>1.99695</td>
<td>0.02173</td>
</tr>
<tr>
<td>0.6</td>
<td>0.23765</td>
<td>0.78756</td>
<td>1.26637</td>
<td>2.9</td>
<td>4.07990</td>
<td>1.99975</td>
<td>0.01459</td>
</tr>
<tr>
<td>0.7</td>
<td>0.32266</td>
<td>0.91253</td>
<td>1.23147</td>
<td>3.0</td>
<td>4.27994</td>
<td>1.99975</td>
<td>0.00961</td>
</tr>
<tr>
<td>0.8</td>
<td>0.47332</td>
<td>1.03322</td>
<td>1.18896</td>
<td>3.1</td>
<td>4.47946</td>
<td>1.99975</td>
<td>0.00620</td>
</tr>
<tr>
<td>0.9</td>
<td>0.65985</td>
<td>1.14953</td>
<td>1.13173</td>
<td>3.2</td>
<td>4.67938</td>
<td>1.99975</td>
<td>0.00392</td>
</tr>
<tr>
<td>1.0</td>
<td>0.88003</td>
<td>1.26954</td>
<td>1.06701</td>
<td>3.3</td>
<td>4.87931</td>
<td>1.99975</td>
<td>0.00243</td>
</tr>
<tr>
<td>1.1</td>
<td>0.78120</td>
<td>1.36263</td>
<td>0.99245</td>
<td>3.4</td>
<td>5.07928</td>
<td>1.99975</td>
<td>0.00148</td>
</tr>
<tr>
<td>1.2</td>
<td>0.92230</td>
<td>1.45798</td>
<td>0.91237</td>
<td>3.5</td>
<td>5.27920</td>
<td>1.99975</td>
<td>0.00088</td>
</tr>
<tr>
<td>1.3</td>
<td>1.07522</td>
<td>1.54492</td>
<td>0.82552</td>
<td>3.6</td>
<td>5.47925</td>
<td>1.99975</td>
<td>0.00051</td>
</tr>
<tr>
<td>1.4</td>
<td>1.23059</td>
<td>1.62303</td>
<td>0.73003</td>
<td>3.7</td>
<td>5.67924</td>
<td>1.99996</td>
<td>0.00029</td>
</tr>
<tr>
<td>1.5</td>
<td>1.38862</td>
<td>1.69210</td>
<td>0.64544</td>
<td>3.8</td>
<td>5.87924</td>
<td>1.99997</td>
<td>0.00017</td>
</tr>
<tr>
<td>1.6</td>
<td>1.56911</td>
<td>1.76118</td>
<td>0.56051</td>
<td>3.9</td>
<td>6.07923</td>
<td>1.99999</td>
<td>0.00009</td>
</tr>
<tr>
<td>1.7</td>
<td>1.74666</td>
<td>1.83054</td>
<td>0.47151</td>
<td>4.0</td>
<td>6.27923</td>
<td>1.99999</td>
<td>0.00005</td>
</tr>
<tr>
<td>1.8</td>
<td>1.92964</td>
<td>1.88466</td>
<td>0.39234</td>
<td>4.1</td>
<td>6.47923</td>
<td>2.00000</td>
<td>0.00003</td>
</tr>
<tr>
<td>1.9</td>
<td>2.11605</td>
<td>1.93824</td>
<td>0.32050</td>
<td>4.2</td>
<td>6.67923</td>
<td>2.00000</td>
<td>0.00001</td>
</tr>
<tr>
<td>2.0</td>
<td>2.30576</td>
<td>1.99110</td>
<td>0.26604</td>
<td>4.3</td>
<td>6.87923</td>
<td>2.00000</td>
<td>0.00001</td>
</tr>
<tr>
<td>2.1</td>
<td>2.49806</td>
<td>2.04362</td>
<td>0.20208</td>
<td>4.4</td>
<td>7.07923</td>
<td>2.00000</td>
<td>0.00000</td>
</tr>
<tr>
<td>2.2</td>
<td>2.69288</td>
<td>2.09174</td>
<td>0.15589</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The generalized equation of Blasius was investigated by Hartree, who discovered that when \( \beta \) is positive or zero, then conditions (2) are sufficient to define a unique solution; but when \( \beta \) is negative, the property of uniqueness disappears. It is thus necessary to replace the third condition in (2). This Hartree did by assuming that \( y' \) approaches 1 from below as rapidly as possible, that is to say, by making \( y''(0) \) as large as possible, subject to the condition \( y' \leq 1 \). If \( y' \) approaches 1 from above, this would mean that \( y(x) \) has a maximum value, a situation which would occur only if there was a reversal of the normal gradient of the tangential velocity in the boundary layer. This does not appear to be a probable physical condition.

It was found that the new boundary condition imposed limits upon \( \beta \) and that it could not be fulfilled if \( \beta \) was less than \(-0.199 \). The solutions attained for \( \beta = -0.198 \) and \( \beta = 1 \) are compared with the Blasius solution (\( \beta = 0 \)) in Figure 38, based upon the Hartree tables.
11. Miscellaneous Examples

In this section we shall consider briefly a few examples of nonlinear equations, which have appeared in various physical problems.

(a) The first of these is the Thomas-Fermi equation:

\[
\frac{d^2y}{dx^2} = \frac{1}{\sqrt{x}} y^{3/2}
\]  

(1)

which appears in the problem of determining the effective nuclear charge in heavy atoms.\(^*\) The solution is defined for the boundary values:

\[
y(0) = 1, \quad y(x) \to 0, \quad \text{as } x \to \infty.
\]  

(2)

The differential equation itself belongs to equations of Emden type, since the transformation \(y = x^2 \zeta\) leads to the following:

\[
\zeta'' + \frac{2}{\zeta} \zeta' - \zeta^{3/2} = 0,
\]  

(3)

but the boundary conditions are no longer simple ones.

\(^*\) For this reference see the Bibliography.
By graphical methods Fermi obtained the following approximation for values of $x$ in the neighborhood of the origin:

$$y = 1 - Bx + \frac{4}{3} x^{3/2}, \quad B \approx 1.58,$$  \hspace{1cm} (4)

a result which E. D. Baker extended in the following series:*  

$$y = 1 - Bx + \frac{1}{3} x^2 - \frac{2}{15} Bx^4 + \cdots$$  

$$+ x^{3/2} \left[ \frac{4}{3} - \frac{2}{5} Bx + \frac{3}{70} B^2 x^2 + \frac{4}{63} \left( \frac{2}{3} + \frac{B^2}{16} \right) x^3 + \cdots \right],$$  \hspace{1cm} (5)

with the more accurate value: $B = 1.588588$.

Observing that equation (1) has the particular solution:

$$y_1(x) = 144/x^2,$$  \hspace{1cm} (6)

which satisfies the second condition in (2) but not the first, S. A. Sommerfeld achieved the following interesting approximation:*  

$$y = y_1(x) \left[ 1 + [y_1(x)]^{\lambda_1/3} \right]^{\lambda_2/2},$$  \hspace{1cm} (7)

where $\lambda_1 = 0.772$ is the positive root and $\lambda_2 = -7.772$ is the negative root of the equation:

$$\lambda^2 + 7\lambda - 6 = 0.$$  \hspace{1cm} (8)

To obtain this the following transformation is first made:

$$x = 1/t, \quad y = w/t,$$  \hspace{1cm} (9)

which reduces equation (1) to the form:

$$t^4 \frac{d^2w}{dt^2} = w^{3/2}.$$  \hspace{1cm} (10)

The particular solution (6) now becomes: $w_1 = 144 t^4$ and the boundary conditions (2) are the following:

$$w \sim t \text{ as } t \to \infty, \quad w(0) = 0.$$  \hspace{1cm} (11)

The solution of (10) is now assumed to be of the form

$$w = w_1(1 + \alpha t^k),$$  \hspace{1cm} (12)

*For these references see the Bibliography.
and when this is substituted in (10), we obtain the following expansion:

\[ 12t^\alpha \left[ 1 + \alpha \frac{\lambda}{12} (3 + \lambda) t^\lambda + \ldots \right] = 12t^\alpha \left( 1 + \frac{3}{2} \alpha \theta^\lambda + \ldots \right). \]

When the coefficients of \( \alpha \) are equated, it is found that \( \lambda \) must satisfy equation (8).

Since the second boundary condition in (11) is satisfied, equation (12) must now be adapted so that the first boundary condition is also satisfied. For this purpose, one now writes

\[ W = w(t + \beta n) = [144t^\beta (1 + \beta n)]t. \]  

(13)

It is thus clear that the first boundary condition will be satisfied if \( \beta \) and \( n \) are chosen so that

\[ 144t^\beta (1 + \beta n) = 144t^\beta \beta n (1 + \beta^{-1}t^{-\lambda}) \approx 1 \]  

(14)
as \( t \to \infty \).

Since the condition is satisfied provided \( \lambda n + 3 = 0, 144 \beta n = 1 \), and since \( \lambda_1 \lambda_2 = -6 \), the desired approximation is attained if \( \lambda = \lambda_1 \), \( n = -3/\lambda_1 = \lambda_2/2 \). Returning to the original variables \( x \) and \( y \), we obtain equation (7).

The numerical integration of equation (1) has been made by Fermi and by V. Bush and S. H. Caldwell, the latter using a differential analyzer for that purpose. For small values of \( x \) the Baker series is adequate, but not for values much beyond \( x = 1 \). The Sommerfeld approximation gives surprisingly good estimates when \( x \) is large, but underestimates \( y \) near the origin, as one sees from the following table:

<table>
<thead>
<tr>
<th>( x )</th>
<th>( y )(Fermi)</th>
<th>( y )(Bush-Caldwell)</th>
<th>( y )(Sommerfeld)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>0.5</td>
<td>0.607</td>
<td>0.607</td>
<td>0.556</td>
</tr>
<tr>
<td>1.0</td>
<td>0.425</td>
<td>0.425</td>
<td>0.385</td>
</tr>
<tr>
<td>2.0</td>
<td>0.244</td>
<td>0.247*</td>
<td>0.221</td>
</tr>
<tr>
<td>3.0</td>
<td>0.157</td>
<td>0.156*</td>
<td>0.143</td>
</tr>
<tr>
<td>4.0</td>
<td>0.108</td>
<td>0.106*</td>
<td>0.099</td>
</tr>
<tr>
<td>5.0</td>
<td>0.079</td>
<td>0.0788</td>
<td>0.072</td>
</tr>
<tr>
<td>10.0</td>
<td>0.024</td>
<td>0.0244</td>
<td>0.0228</td>
</tr>
<tr>
<td>20.0</td>
<td>0.0056</td>
<td>0.0058</td>
<td>0.0056</td>
</tr>
<tr>
<td>30.0</td>
<td>0.0022</td>
<td>0.0022</td>
<td>0.0022</td>
</tr>
<tr>
<td>100.0</td>
<td>0.00010</td>
<td></td>
<td>0.00010</td>
</tr>
</tbody>
</table>

*Interpolated values.
(b) The second equation of interest to us in this section is what is called the "White-dwarf" equation, namely,

\[ x^2 \frac{d^2 y}{dx^2} + 2 \frac{dy}{dx} + x(y^2 - C)^{3/2} = 0, \]  

(15)

which S. Chandrasekhar introduced in his study of the gravitational potential of these degenerate (white-dwarf) stars.* The boundary conditions are the following:

\[ y(0) = 1, \quad y'(0) = 0. \]

This equation is one of Emden type (See Section 7), where \( f(y) = (y^2 - C)^{3/2} \). In fact, it reduces to Emden's equation with index \( n = 3 \) when \( C = 0 \).

An expansion exists in the neighborhood of the origin, which Chandrasekhar gives as follows:

\[ y = 1 - \frac{q^2}{6} x^2 + \frac{q^4}{40} x^4 + \frac{q^5}{7!} (5q^2 + 14)x^5 + \frac{q^6}{3! 9!} (339q^2 + 280)x^6 \]

\[ + \frac{q^7}{5! 11!} (1425q^4 + 11436q^2 + 4256)x^8 + \ldots, \]  

(16)

where \( q^2 = C - 1 \).

Tables of the solutions of equation (15) were computed by Chandrasekhar for values of \( C \) varying from .01 to .8 over ranges varying from \( x = 3.5 \) to \( x = 5.3 \), together with certain auxiliary quantities connected with the solutions. Graphs of these functions for a few values of \( C \) are shown in Figure 39.

---

*For the background of this equation see Chandrasekhar: *Stellar Structure*. Chap. 11.
(c) Another equation of considerable interest, called the Langmuir equation, is the following:

\[ 3y \frac{d^2y}{dx^2} + \left( \frac{dy}{dx} \right)^2 + 4y \frac{dy}{dx} + y^2 = 1. \]  

(17)

This equation appeared in connection with the theory of the flow of a current from a hot cathode to a positively charged anode in a high vacuum. The cathode and anode are long coaxial cylinders and the independent variable \( y \) is defined by the equation: \( y = f(r/r_0) \), where \( r \) is the radius of the anode enclosing a cathode of radius \( r_0 \). The independent variable \( x \) is given by: \( x = \log (r/r_0) \).

The current \( i \) is defined by the equation

\[ i^2 = \frac{8}{81} \left( \frac{e}{m} \right) \frac{V^3}{r^2 y^4}, \]  

(18)

where \( i \) is the electron current per unit length along the axis, \( V \) the voltage at any point \( P \), \( r \) the radius at \( P \), \( e \) and \( m \) the charge and mass respectively of an electron.

The equation is converted into a somewhat more tractable form by means of the transformation: \( y = xe^{-x^2/2} \) and thus becomes:

\[ 3z \frac{d^2z}{dx^2} + \left( \frac{dz}{dx} \right)^2 - e^z = 0. \]  

(19)

One now observes that equation (17) has an analytic expansion in the neighborhood of the point \( x = x_0 \) which assumes arbitrarily given values \( y_0 \) and \( y'_0 \) provided \( y_0 \neq 0 \). But when \( y_0 = 0 \), then there exists a solution with a movable zero, that is to say,

\[ y = (x - x_0) + A^2(x - x_0)^2 + A^3(x - x_0)^3 + \ldots, \]  

(20)

where \( A_2, A_3, \) etc., are fixed values, but \( x_0 \) is arbitrary.

One also observes that \( y = 1 \) is a singular solution of the equation.

In the original solution of equation (17) it was assumed that solution (20), when \( x_0 \) is set equal to 0, approaches asymptotically the value of the singular solution. There is no reason to believe that this is, indeed, the case.

In the actual solution of the equation the coefficients \( A_n \) were computed through \( n = 14 \) and \( y \) evaluated from \( x = x_0 = 0 \) to \( x = 4.2 \). Beyond this point values were obtained by means of an analytic extension based upon integration.
(d) The final equation which we shall consider, due to R. E. Kidder,* is the following:
\[
\sqrt{1-\alpha y} \frac{d^2 y}{dx^2} + 2x \frac{dy}{dx} = 0, \quad 0 < \alpha < 1,
\] (21)
which appears in the problem of the unsteady flow of gas through a semi-infinite porous medium.

The origin of the equation is attractive since it appears in the one-dimensional problem obtained from the following nonlinear partial differential equation:
\[
\nabla^2 (P^2) = A^2 \frac{\partial P}{\partial \tau},
\] (22)
where \( A \) is a constant and \( \nabla^2 \) is the Laplacian operator.

In terms of dimensionless variables \( p, \xi, \) and \( \tau \), the one-dimension equation obtained from (22) is the following:
\[
\frac{\partial}{\partial \xi} \left( \frac{p}{\xi} \frac{\partial p}{\partial \xi} \right) = \frac{\partial p}{\partial \tau}.
\] (23)

Introducing the new variables \( y \) and \( x \) defined as follows:
\[
p^2 = 1 - \alpha y, \quad x = \xi / (2\sqrt{\tau}), \quad 0 < \alpha < 1,
\] (24)
we reduce the partial differential equation (23) to the ordinary nonlinear equation (21).

The boundary conditions required by the physical problem are the following:
\[
y(0) = 1, \quad y(x) \to 0, \quad \text{as } x \to \infty.
\] (25)

The solution of the equation is now obtained by assuming an expansion of the form:
\[
y = y^{(0)} + \alpha y^{(1)} + \alpha^2 y^{(2)} + \ldots,
\] (26)
where the quantities \( y^{(i)} \) are functions to be determined.

The function \( (1 - \alpha y)^{1/2} \) is also expanded as a power series in \( \alpha \) and it, together with (26), are introduced into (21). When the coefficients of like powers of the parameter \( \alpha \) are equated, a series of linear differential equations in the \( y^{(i)} \) are obtained for which integrals are readily computed. The first three of these are as follows:
\[
\frac{d^2}{dx^2} y^{(i)} + 2x \frac{d}{dx} y^{(i)} = F_i,
\] (27)

*See Bibliography.
where the $F_i$ have the following values:

$$F_0 = 0, \quad F_1 = -\frac{x}{2} \frac{d}{dx} [y^{(0)}]^2, \quad F_2 = -x \frac{d}{dx} \left\{ y^{(0)} y^{(1)} \frac{1}{4} [y^{(0)}]^3 \right\}. \quad (28)$$

The boundary values to be satisfied by these functions are the following:

$$y^{(0)}(0) = 1, \quad y^{(0)}(x) \rightarrow 0, \quad \text{as } x \rightarrow \infty.$$

$$y^{(i)}(0) = 0, \quad y^{(i)}(x) \rightarrow 0, \quad \text{as } x \rightarrow \infty, \quad i = 1, 2, 3, \text{ etc.} \quad (29)$$

The solutions for the first two equations are as follows:

$$y^{(0)} = 1 - \text{erf}(x), \quad y^{(1)} = -\frac{1}{2\pi} \left\{ y^{(0)}[1 + \sqrt{\pi} x e^{-x^2}] - e^{-x^2} \right\}, \quad (30)$$

where we use the customary abbreviation:

$$\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt. \quad (31)$$

The numerical values of the first three coefficients are contained in the following table:

<table>
<thead>
<tr>
<th>$x$</th>
<th>$y^{(0)}$</th>
<th>$y^{(1)}$</th>
<th>$y^{(2)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>1.00000</td>
<td>0.00000</td>
<td>0.00000</td>
</tr>
<tr>
<td>0.1</td>
<td>0.88754</td>
<td>-0.01004</td>
<td>-0.00343</td>
</tr>
<tr>
<td>0.2</td>
<td>0.77730</td>
<td>-0.01893</td>
<td>-0.00611</td>
</tr>
<tr>
<td>0.3</td>
<td>0.67137</td>
<td>-0.02584</td>
<td>-0.00766</td>
</tr>
<tr>
<td>0.4</td>
<td>0.57161</td>
<td>-0.03037</td>
<td>-0.00809</td>
</tr>
<tr>
<td>0.5</td>
<td>0.47950</td>
<td>-0.03245</td>
<td>-0.00763</td>
</tr>
<tr>
<td>0.6</td>
<td>0.39614</td>
<td>-0.03236</td>
<td>-0.00661</td>
</tr>
<tr>
<td>0.7</td>
<td>0.32220</td>
<td>-0.03052</td>
<td>-0.00534</td>
</tr>
<tr>
<td>0.8</td>
<td>0.25790</td>
<td>-0.02748</td>
<td>-0.00410</td>
</tr>
<tr>
<td>0.9</td>
<td>0.20309</td>
<td>-0.02376</td>
<td>-0.00299</td>
</tr>
<tr>
<td>1.0</td>
<td>0.15730</td>
<td>-0.01982</td>
<td>-0.00210</td>
</tr>
<tr>
<td>1.2</td>
<td>0.08969</td>
<td>-0.01253</td>
<td>-0.00094</td>
</tr>
<tr>
<td>1.5</td>
<td>0.03389</td>
<td>-0.00514</td>
<td>-0.00025</td>
</tr>
<tr>
<td>2.0</td>
<td>0.00468</td>
<td>-0.00074</td>
<td>-0.00003</td>
</tr>
</tbody>
</table>

*The explicit value of $y^{(3)}$ is given by Kidder, but is a function of some complexity.
Chapter 13

Nonlinear Integral Equations

1. Introduction

The difficulties which we have encountered in the solution of nonlinear differential equations are not diminished when differential operators are replaced by integral operators. Some attempts to surmount them have been made, however, and we shall describe in this chapter the present status of a theory which must await the future efforts of mathematicians for a more satisfactory formulation.

We have already seen the necessity for such a theory in the attempts of Volterra to incorporate in his problem of the growth of populations the influences of heredity. Thus, referring to Section 6 of Chapter 5, we considered the problem of the growth of a single population \( y \) in which the growth was influenced \((a)\) by a generative factor proportional to the population, \((b)\) an inhibiting influence proportional to the square of the population, and \((c)\) a heredity component composed of the sum of individual factors encountered in the past. This problem led to an integro-differential equation of the following form:

\[
\frac{1}{y} \frac{dy}{dt} = a + by + \int_{c}^{t} K(t,s)y(s)ds.
\] (1)

In the case of two competing populations, one preying on the other, Volterra introduced the following system:

\[
\frac{1}{x} \frac{dx}{dt} = a - by - \int_{-\infty}^{t} K_{1}(t-s)y(s)ds,
\]

\[
\frac{1}{y} \frac{dy}{dt} = -\alpha y + \beta x + \int_{-\infty}^{t} K_{2}(t-s)x(s)ds,
\] (2)

where \(a, b, \alpha,\) and \(\beta\) are positive constants.

The existence theorems for equations of this type do not vary greatly, however, from those which we have introduced in Chapter 4 for the differential equation:

\[
\frac{dy}{dx} = f(x,y);
\] (3)

and in Chapter 7 for the system:

\[
\frac{dy}{dx} = f(x,y,z), \quad \frac{dz}{dx} = g(x,y,z).
\] (4)
This follows from the fact that the existence theorem of Picard depends upon expressing equation (3) as the integral equation:

$$y = y_0 + \int_{x_0}^{x} f(x,y) \, dx;$$  \hspace{1cm} (5)

and system (4) in the following form:

$$y = y_0 + \int_{x_0}^{x} f(x,y,z) \, dx, \quad z = z_0 + \int_{x_0}^{x} g(x,y,z) \, dx.$$  \hspace{1cm} (6)

A generalization of (5) can be written:

$$y(x) = f(x) + \int_{a}^{x} K[x,s,y(s)] \, ds,$$

which includes as a special case the linear Volterra equation of second kind, namely,

$$y(x) = f(x) + \int_{a}^{x} K(x,s) y(s) \, ds.$$  \hspace{1cm} (8)

Existence theorems for equation (7) have been given by T. Lalesco, E. Cotton, M. Picone, and others (See Bibliography) in which the essential ingredient is an adaptation of a Lipschitz condition to the more general problem. G. C. Evans extended these proofs to a functional equation sufficiently general to include integro-differential equations such as equation (1) above.

Among special cases which have been studied may be mentioned the following introduced by E. Schmidt:

$$y(x) + \int_{a}^{x} K(x,s)y(s) \, ds + \sum_{0}^{r} \int_{0}^{s} \cdots \int_{0}^{s_{r-1}} K(x; s_{1}, s_{2}, \ldots, s_{r})y(s_{1})^{a_{1}}h(s_{2})^{b_{1}} \cdots y(s_{r})^{a_{r}}h(s_{r})^{b_{r}} \, ds_{1}ds_{2}\cdots ds_{r} = 0,$$

where the sum extends over the exponents $a_{i}$ and $b_{i}$, one of which is assumed to differ from zero.

Of less generality is the equation of Lalesco:

$$y(x) = f(x) + \int_{a}^{x} \left[ K_{1}(x,s)u(s) + K_{2}(x,s)u^{2}(s) + \cdots + K_{n}(x,s)u^{n}(s) \right] \, ds.$$  \hspace{1cm} (10)

The equations which we have described above are seen to be generalizations of integral equations of Volterra type, that is to say, equations in which one of the limits of the integral is the independent variable. But some attention has been given to equations of Fredholm type, that is, equations in which the region of integration is the rectangle: $a \leq s, x \leq b$.  
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Lalesco has given an existence proof under general conditions for the equation
\[ y(x) = f(x) + \int_a^b K[x, s, y(s)] \, ds, \quad (11) \]
and G. Bratu has studied the following special cases:
\[ y(x) = f(x) + \int_0^1 K(x, s) \, y^2(s) \, ds, \quad (12) \]
and
\[ y(x) = f(x) + \int_0^1 K(x, s) \, e^{y(s)} \, ds. \quad (13) \]

2. An Existence Theorem for Nonlinear Integral Equations of Volterra Type

We shall consider in this section conditions under which a solution exists for the equation:
\[ y(x) = f(x) + \int_a^x K[x, s, y(s)] \, ds. \quad (1) \]

It will be convenient to make the following assumptions:
(a) The function \( f(x) \) is integrable and bounded, \( |f(x)| < \delta \), in the interval \( a \leq x \leq b \).
(b) The following Lipschitz condition is satisfied by \( f(x) \) in the interval \((a, b)\):
\[ |f(x) - f(x')| < k|x - x'|. \quad (2) \]
(c) The function \( K(x, y, z) \) is integrable and bounded,
\[ |K(x, y, z)| < \delta, \]
in the domain: \( a \leq x, y \leq b, |z| < c \).
(d) The following Lipschitz condition is satisfied by \( K(x, y, z) \) within its domain of definition:
\[ |K(x, y, z) - K(x, y, z')| < \delta |z - z'|. \quad (3) \]

Employing now the method of successive approximation, we assume as the first approximation:
\[ y_0(x) = f(x) - f(a), \]
from which we get
\[ y_1(x) = f(x) + \int_a^x K[x, s, y_0(s)] \, ds, \quad (4) \]
and in general,
\[ y_n(x) = f(x) + \int_a^x K[x, s, y_{n-1}(s)] \, ds. \quad (5) \]
Making use of our assumptions, we now obtain the following bound for \( y_1(x) \):

\[
\left| y_1(x) \right| < (f + K)|x - a|, \quad |x - a| < a'.
\] (6)

If \( x \) is so limited that \( |x - a| < f/(f + K) \), then \( |y_1| < f \).

Denoting by \( h \) the smaller of the numbers \( a' \) and \( f/(f + K) \), we shall have, for each approximation, the inequality:

\[
|y_n(x)| < f, \quad |x - a| < h.
\] (7)

Let us now construct the series:

\[
y(x) = y_0(x) + [y_1(x) - y_0(x)] + \ldots + [y_n(x) - y_{n-1}(x)] + \ldots,
\] (8)

which, by virtue of (5), furnishes the desired solution of the original equation, provided it converges uniformly. The uniform convergence of the series is readily established from the following considerations.

Since we have

\[
y_n(x) - y_{n-1}(x) = \int_a^x \left[ K[x, s, y_{n-1}(s)] - K[x, s, y_{n-2}(s)] \right] ds,
\] (9)

it follows from (3) that we have the inequality:

\[
|y_n(x) - y_{n-1}(x)| < M \int_a^x |y_{n-1}(s) - y_{n-2}(s)| \, ds.
\] (10)

Letting \( n = 1, 2, 3, \ldots \), we obtain the following sequence of inequalities:

\[
|y_1(x) - y_0(x)| < M |x - a|,
\]

\[
|y_2(x) - y_1(x)| < M^2 \frac{|x - a|^2}{2!},
\]

\[
|y_3(x) - y_2(x)| < M^3 \frac{|x - a|^3}{3!},
\]

and in general,

\[
|y_n(x) - y_{n-1}(x)| < M^n \frac{|x - a|^n}{n!}.
\] (11)

Since we have \( |x - a| < h \), the series

\[
Y = f + Mh + \frac{(Mh)^2}{2!} + \frac{(Mh)^3}{3!} + \ldots + \frac{(Mh)^n}{n!} + \ldots,
\] (12)

forms a majorante for (8).
3. The Integro-Differential Problem of Volterra

We have described in Section 1 the nonlinear integro-differential equation of Volterra. Since very little progress has been made in its solution in a quantitative way, even small results may prove of interest in indicating the influence of the hereditary factor upon the stable configurations which have been found when this term is omitted.

We shall begin with the one-variable problem,

\[
\frac{dy}{dt} = ay - by^2 + y \int_c^t K(t-s)y(s)ds,
\]

which generalizes the logistic equation described earlier in Chapter 5 (Section 2). The constants \(a\) and \(b\) are assumed to be positive and \(c\) is arbitrary, although we shall find it convenient to choose \(c=0\).

Since the kernel \(K(t-s)\) is a function of one variable, we can write it formally as follows:

\[
K(z) = K_0 + K_1 z + \frac{1}{2!} K_2 z^2 + \ldots.
\]

Observing the formula

\[
\mathcal{D}_t^{-n}y(x) = \int_c^x ds \int_c^s ds_1 \ldots \int_c^{s_{n-1}} y(s)ds = \frac{1}{\Gamma(n)} \int_c^x (t-s)^{n-1}y(s)ds,
\]

where \(\mathcal{D}_t^{-n}y\) is the general integration operator, we can now write (1) as follows:

\[
\frac{1}{y} \frac{dy}{dt} = a - by + \int_c^t K_0 + K_1(t-s) + \frac{1}{2!} K_2(t-s)^2 + \ldots \right] y(s)ds,
\]

\[
= a - by + K_0 \mathcal{D}_t^{-1}y + K_1 \mathcal{D}_t^{-2}y + K_2 \mathcal{D}_t^{-3}y + \ldots.
\]

Let us now assume that all the \(K_i\) are zero except \(K_0\), which we shall denote by \(K\). If we now differentiate (4), we obtain the following differential equation

\[
yy'' = y'y^2 + Ky^3.
\]

Although this is a differential equation of second order, its solution involves the specification of only one arbitrary condition, let us say \(y = y_0\) at \(t = c\), since from (1) we obtain the necessary condition

\[
y'_0 = ay_0 - by_0^2.
\]

Since equation (5) does not appear to be integrable in terms of known functions, its solution is obtained either by means of analytic continuation or the differential analyzer.
A somewhat simpler form can be given to equation (5) by means of the transformation: \( y = au/b, \ t = \tau/a \). We thus get

\[
u \frac{d^2u}{d\tau^2} = \left(\frac{d\bar{u}}{d\tau}\right)^2 - u^2 + \lambda u^3,
\]

where \( \lambda = K/ab \).

Condition (6) reduces to

\[
\frac{du_0}{d\tau} = u_0 - u_0^2 \bar{b},
\]

in terms of an initial value \( u = u_0 \).

![Graph showing solutions for different values of \( \lambda \)]

**Figure 1**

It is now possible to construct a parametric set of solutions of equation (7) in terms of \( \lambda \) and these are shown in Figure 1. The case where \( \lambda = 0 \) gives us the logistic, or growth curve, which is seen to have its characteristic asymptotic approach to the line \( u = 1 \).
If $\lambda > 0$, that is, when $K$ is positive, the growth increases without limit.

If $\lambda < 0$, let us say, $\lambda = -\mu$, $u$ attains a maximum value, and at this point the curve has the following radius of curvature:

$$ R = \frac{1}{u(1+\mu u)}. $$

As $\mu$ increases the point of maximum moves toward the origin and $R$ approaches zero, thus indicating a continuous flattening of the curve.

An associated problem of some interest, which was studied by Z. Szatrowski, is that of designing a factor of heredity which will produce an arbitrarily assumed function $y = y(t)$.

Setting $c=0$ and making the transformation: $t-s=x$, we obtain equation (1) in the following form:

$$ F(y) = \int_0^t y(t-x)K(x)dx, \quad (9) $$

where $F(y) = y'/y - a + by$. If $y_0$ denotes the value of $y$ when $t=0$, $F(y)$ must satisfy the boundary condition: $F(y_0) = 0$.

Taking the derivative of (9) with respect to $t$ and denoting $dF/dt$ by $f(t)$, we obtain the following equation:

$$ f(t) = y(0)K(t) + \int_0^t y'(t-x)K(x)dx. \quad (10) $$

This we observe is a Volterra integral equation of second kind in which the unknown variable $K(x)$ appears linearly and the derivative of the given function $y(t)$ is the kernel.

**The Two-Variable Problem.**

We consider next the problem presented by the growth of two conflicting populations both subject to the influence of a factor of heredity. The general problem is formulated in terms of the system given by equations (2) of Section 1. But for simplicity we shall consider only the following reduced system:

$$ \frac{dx}{dt} = ax - bxy - K_1y \int_0^t y(s)ds, \quad \frac{dy}{dt} = -ax + \beta xy + K_2y \int_0^t (x)ds, \quad (11) $$

where $a$, $b$, $\alpha$, $\beta$ are positive constants, but $K_1$ and $K_2$ can have either sign.

By the device employed in the one-variable problem, this system can be reduced to the following differential system of second order:

$$ x x'' = x'^2 - by'x^2 - K_1x^2y, \quad y y'' = y'^2 + \beta x'y^2 + K_2xy^2. \quad (12) $$
If \( x = x_0 \) and \( y = y_0 \) are arbitrarily given when \( t = c \), then the solution of (12) has been defined since \( x' \) and \( y' \) satisfy the following relationships:

\[
x' = ax_0 - bx_0y_0, \quad y' = -\alpha y_0 + \beta x_0y_0.
\]  

(13)

We shall now consider three particular cases, which will reveal the effects of a constant hereditary factor upon the mutual growth of the two populations. These cases are the following:

I. \( x' = 2(x - xy) - 0.05x \int_0^t y(s)ds, \quad a = b = 2, \quad K_1 = 0.05, \)

\[ y' = -(y - xy) + 0.05y \int_0^t x(s)ds, \quad \alpha = \beta = 1, \quad K_2 = 0.05; \]

II. \( x' = 2(x - xy) + 0.05x \int_0^t y(s)ds, \quad a = b = 2, \quad K_1 = -0.05, \)

\[ y' = -(y - xy) - 0.05y \int_0^t x(s)ds, \quad \alpha = \beta = 1, \quad K_2 = -0.05; \]

III. \( x' = 2(x - xy) + 0.05x \int_0^t y(s)ds, \quad a = b = 2, \quad K_1 = -0.05, \)

\[ y' = -(y - xy) + 0.05y \int_0^t x(s)ds, \quad \alpha = \beta = 1, \quad K_2 = 0.05. \]  

(14)

The case where \( K_1 = K_2 = 0 \) has already been discussed in Section 4 of Chapter 5 where it was shown that both \( x \) and \( y \) are stable and periodic functions of \( t \). The phase-diagram was an ovaloid figure containing the point \( x = 1, y = 1 \) in its interior.

But when the hereditary factor is introduced the periodicity of the solutions is destroyed and the motion may become unstable. This is the case in I where both populations, as shown in Figure 2, are observed to increase. The origin of \( t \) is assumed for the point \( x = 1, y = 2 \) and is designated by \( P \) in both the phase-diagram and the graphs of the functions. The number of oscillations per unit of time increases as the two populations grow in size.

Case II is illustrated in Figure 3. The motion is observed to be stable and in time both populations reach extinction. As \( t \) increases the number of oscillations per unit of time diminishes.

Figure 4 shows the behavior of the functions for Case III. The motion is not periodic, but is observed to be stable for the variable \( y \) and unstable for \( x \). As \( t \) increases the population \( y \) ultimately reaches extinction, but the population \( x \) increases without limit. The number of oscillations per unit of time appears to diminish slowly.
1. Show that when the hereditary function in equation (1), \( c = 0 \), is the following

\[ K(z) = 1 + at - \log \cos z + \tan^2 z, \]

then \( y = \cos t \) is a particular solution.

2. If \( y = A (e^{pt} + e^{-pt}) \) is a solution of equation (1), \( c = 0 \), show that the hereditary function is the following:

\[ K(z) = - \frac{b}{a} [1 + az - \log \cosh pt - (\tanh pz)^2]. \]
4. An Existence Theorem for Nonlinear Integral Equations of Fredholm Type

We now consider the problem of establishing criteria for the existence of solutions for the nonlinear equation:

\[ y(x) = f(x) + \lambda \int_a^b K[x, s, y(s)] \, ds, \]

where \( \lambda \) is a parameter.

From the theory of the linear Volterra and Fredholm equations, we know that the parameter \( \lambda \) plays a significant role. Perhaps the most essential difference between the two equations is found in the fact that, for bounded kernels, integrable functions, and a finite range of integration, the solution in the Volterra case is an entire function of \( \lambda \), while in the Fredholm case it is a meromorphic function of the parameter with singularities at the zeros of the Fredholm determinant \( D(\lambda) \). This same difference is observed in general between the two cases when the integral equation is nonlinear.

In order to establish criteria under which a solution exists for (1), we make assumptions similar to those introduced in Section 2 for equations of Volterra type. These are as follows:

(a) The function \( f(x) \) is bounded in the interval: \( a \leq x \leq b \), that is, \( |f(x)| < f \).

(b) The kernel \( K(x, y, z) \) is integrable and bounded,

\[ |K(x, y, z)| < K, \]

in the domain \( D: a \leq x, y \leq b, \ |z| < c \).

(c) \( K(x, y, z) \) satisfies the Lipschitz condition in \( D \), namely,

\[ |K(x, y, z) - K(x, y, z')| < M|z - z'|. \]

By successive approximations we now have

\[ y_0(x) = f(x) - f(a), \]

\[ y_1(x) = f(x) + \lambda \int_a^b K[x, s, y_0(s)] \, ds, \]

and, in general,

\[ y_n(x) = f(x) + \lambda \int_a^b K[x, s, y_{n-1}(s)] \, ds. \]
From these we obtain

\[ y_i - y_0 = \lambda \int_a^b K[x,s,y_0(s)] \, ds + f(a), \]

\[ y_i - y_1 = \lambda \int_a^b \{ K[x,s,y_1(s)] - K[x,s,y_0(s)] \} \, ds \]

\[ \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \]

\[ y_n - y_{n-1} = \lambda \int_a^b \{ K[x,s,y_{n-1}(s)] - K[x,s,y_{n-2}(s)] \} \, ds. \]

From the conditions given above, we have

\[ |y_i - y_0| < |\lambda| K(b-a) + |f(a)| = |\lambda|(b-a)K \left[ 1 + \frac{f}{|\lambda| K(b-a)} \right], \]

\[ = |\lambda|m(b-a), \]

where \( m = K\{ 1 + f/|\lambda| K(b-a) \} \).

From this inequality and the Lipschitz condition, we get

\[ |y_i - y_1| < |\lambda| M \int_a^b |y_i - y_0| \, ds < |\lambda|^2 M m(b-a)^2 < |\lambda|^2 k^2(b-a)^2, \]

where \( k \) is the larger of the two numbers \( M \) and \( m \).

Similarly we obtain the inequalities:

\[ |y_3 - y_2| < |\lambda|^3 k^3(b-a)^3, \]

\[ |y_n - y_{n-1}| < |\lambda|^n k^n(b-a)^n. \]

A majorante for the series

\[ y(x) = y_0 + [y_1(x) - y_0(x)] + \ldots + [y_n(x) - y_{n-1}(x)] + \ldots, \quad (5) \]

is furnished by the sum

\[ Y = f + \sum_{n=1}^{\infty} |\lambda|^n k^n(b-a)^n, \]

and thus the series converges uniformly for all values of \( \lambda \) for which we have

\[ |\lambda| < \frac{1}{k(b-a)}. \quad (6) \]

Although the condition (6) is equivalent to that obtained when equation (1) is linear, the role played by \( \lambda \) in the case where \( f(x) = 0 \) is quite different in nonlinear equations from that which it has in the linear case. This difference will be shown in the next section.
5. A Particular Example

As a special case we shall consider the equation

$$u(x) = \lambda \int_0^1 (x-t)u^2(t) dt.$$  \hspace{1cm} (1)

Without loss of generality we can set $\lambda = 1$, for if $v(x)$ is any solution of (1), then $u(x) = \lambda v(x)$ is a solution of the equation:

$$u(x) = \int_0^1 (x-t)v^2(t) dt.$$  \hspace{1cm} (2)

Since (2) can be written

$$u(x) = x \int_0^1 v^2(t) dt - \int_0^1 tv^2(t) dt,$$

it is clear that its solution is a linear function of $x$ that is

$$u(x) = px + q,$$  \hspace{1cm} (3)

where $p$ and $q$ are to be determined.

Introducing this function into (2), we obtain

$$px + q = x \left( \frac{1}{3} p^2 + pq + q^2 \right) - \left( \frac{1}{4} p^2 + \frac{2}{3} pq + \frac{1}{2} q^2 \right).$$  \hspace{1cm} (4)

Equating the coefficients of $x$ and the constant terms and simplifying, we have the following system of equations for the determination of $p$ and $q$:

$$p^2 + 3pq + 3q^2 = 3p,$$  \hspace{1cm} (5)

$$3p^2 + 8pq + 6q = -12q.$$  \hspace{1cm} (6)

If $p$ and $q$ are points in a Cartesian system of coordinates, then both (5) and (6) represent ellipses which pass through the origin: $p = q = 0$. These ellipses are graphically represented in Figure 5 [$C_1 = (5)$, $C_2 = (6)$], and are observed to intersect in two real points, namely, the origin and the point $P = (-6, 12)$.

Therefore equation (2) has one real solution other than the trivial one, $u(x) = 0$, that is,

$$u_1(x) = 12x - 6.$$  \hspace{1cm} (7)

But it also has two complex solutions obtained from the intersections of the ellipses in the points: $(3+3i, -6)$ and $(3-3i, -6)$, that is,

$$u_2(x) = -6x + 3(1 + i),$$  \hspace{1cm} (8)

$$u_3(x) = -6x + 3(1 - i).$$
By a simple extension of this example one can derive the following theorem:

The equation

\[ u(x) = \int_a^b [A(t)x + B(t)]u^2(t)dt, \]  

(9)

in which \(A(t)\) and \(B(t)\) are real functions integrable in the interval \((a,b)\), has three solutions other than \(u(x) = 0\), at least one of which is real.

By an argument similar to that used in the example, we obtain the following system of equations defining \(p\) and \(q\) in the solution: \(u(x) = px + q\):

\[
\begin{align*}
 p^2 \int_a^b t^2 A(t) dt + 2pq \int_a^b t A(t) dt + q^2 \int_a^b A(t) dt &= p, \\
 p^2 \int_a^b t^2 B(t) dt + 2pq \int_a^b t B(t) dt + q^2 \int_a^b B(t) dt &= q.
\end{align*}
\]

(10)

If this system is solved for \(p\) (or \(q\)), the resulting equation which determines \(p\) is a quartic, one root of which is 0. When the quartic is reduced by the factor \(p\), the resulting equation is a cubic with real coefficients and hence must have one real root. The theorem results from this observation.
As a second example, consider the equation

$$u(x) = \int_0^1 (x+t)u^2(t)\,dt. \quad (11)$$

The first equation in (10) reduces to (5), but the second becomes

$$3p^2 + 8pq + 6q^2 = 12q, \quad (12)$$

which is the ellipse $C_3$ shown in Figure 5. We see from the graphs that there is only one real solution, corresponding to the point $Q$. This solution to three decimal approximation is the following:

$$u(x) = 0.726x + 0.461. \quad (13)$$

The examples of this section illustrate the difference between linear and nonlinear integral equations. Thus, if $K(x,t)$ is a symmetric function, the solutions of the equation:

$$u(x) = \lambda \int_a^b K(x,t)u(t)\,dt, \quad (14)$$

will depend upon the parameter $\lambda$ and will all be real. If $K(x,t)$ is a skew-symmetric function, the solutions are all complex. In the examples just given, however, one real solution and two complex solutions exist for both (1) and (11). The fact that the kernel in the first case is skew-symmetric and in the second is symmetric had nothing to do with the situation. Moreover, in the nonlinear equations the solutions were not dependent upon characteristic values of the parameter $\lambda$, a very conspicuous aspect of linear integral equations.

It should be pointed out that the method just given is also applicable to the solution of the equation:

$$u(x) = Ax + B + \lambda \int_a^b [A(t)x + B(t)]u^2(t)\,dt, \quad (15)$$

since the form of the solution remains unchanged. But in this case the solution depends upon $\lambda$, although not in the same critical sense as in the theory of linear integral equations. We can no longer say, however, that there exists a real solution, since the equations of system (10) are each augmented by an arbitrary constant. In this case there will be, in general, four nontrivial solutions.

**PROBLEMS**

1. Discuss the solution of the equation:

$$u(x) = \int_0^1 [x \sin \pi t + \cos \pi t]u^2(t)\,dt.$$
2. Given the equation,

\[ u(x) = -\frac{7}{3} x - \frac{3}{2} + \int_0^1 (x - t) u^2(t) \, dt, \]

and the fact that \( u(x) = 2x - 3 \) is a solution, find the other three solutions.

**6. The Equation** \( u(x) = \lambda \int_a^b K(x, t) u^n(t) \, dt. \)

The particular equation solved in the preceding section is a special case of the following more general one:

\[ u(x) = \lambda \int_a^b K(x, t) u^n(t) \, dt, \tag{1} \]

the solution of which we shall now consider.

Except in the linear case when \( n = 1 \) the parameter \( \lambda \) can be set equal to unity without loss of generality. For if we make the transformation

\[ u(x) = \lambda^m v(x), \]

equation (1) reduces to the following:

\[ \lambda^m v(x) = \lambda^{mn+1} \int_a^b K(x, t) v^n(t) \, dt. \tag{2} \]

If \( m \) is chosen so that \( mn + 1 = m \), that is,

\[ m = -1/(n-1), \quad n \neq 1. \]

we get

\[ v(x) = \int_a^b K(x, t) v^n(t) \, dt. \tag{3} \]

We shall assume that the kernel has the following form:

\[ K(x, t) = \sum_{i=1}^R X_i(x) Y_i(t), \tag{4} \]

when the functions: \( X_1(x), X_2(x), X_3(x), \ldots \) are assumed to form a linearly independent set.

Introducing this kernel into (1) and setting \( \lambda = 1 \), we get

\[ u(x) = \sum_{i=1}^R X_i(x) \int_a^b Y_i(t) u^n(t) \, dt, \]

\[ = \sum_{i=1}^R X_i(x) p_i, \tag{5} \]
where the \( p_i \) are constants defined by

\[
p_i = \int_a^b Y_i(t) u^n(t) dt. \tag{6}
\]

When (5) is introduced into (1), we have

\[
\sum_{i=1}^R X_i(x)p_i = \sum_{i=1}^R X_i(x) \int_a^b Y_i(t) \left[ \sum_{j=1}^R X_j(t)p_j \right] dt.
\]

Since the \( X_i(x) \) are by assumption linearly independent functions of \( x \), we can equate their coefficients and thus obtain the following system of equations for the determination of the constants \( p_i \):

\[
p_i = \int_a^b Y_i(t) \left[ \sum_{j=1}^R X_j(t)p_j \right] dt, \quad i=1,2,\ldots,R. \tag{7}
\]

We thus have a set of \( R \) algebraic equations of \( n \)th degree for the determination of the constants \( p_i \). These equations will have, in general, \( R^n \) solutions, one of which is the trivial case: \( p_i=0 \), since these solutions are obtained from \( R \) algebraic equations with real coefficients in each of the variables and each of degree \( N=R^n \).

Since the form of these equations is as follows:

\[
p_i (A_i p_i^{n-1} + B_i p_i^{n-2} + \ldots) = 0, \tag{8}
\]

there will be at least one real set of values of the \( p_i \) provided \( N-1 = R^n - 1 \) is an odd integer, that is to say, if \( R \) is an even integer.

We thus have the following theorem:

*If in equation (1) the kernel has the form:

\[
K(x,t) = \sum_{i=1}^R X_i(x) Y_i(t),
\]

where the functions \( X_i(x) \) are linearly independent, there will exist in general \( N-1= R^n - 1 \) solutions other than the trivial one, \( u=0 \), and of these at least one will be a real solution provided \( R \) is an even integer.*

When \( n=2 \), equations (7) reduce to the form

\[
p_i = F(p,p), \quad i=1,2,\ldots,R, \tag{9}
\]

where \( F(p,p) \) is the real quadratic form

\[
F(p,p) = \sum_{jk} a^{(1)}_{ik} p_j p_k, \tag{10}
\]

in which

\[
a^{(1)}_{ik} = a^{(2)}_{ik} = \int_a^b X_j(t) X_k(t) Y_i(t) dt. \tag{11}
\]
In this case there will exist \( R^2 - 1 \) solutions with at least one real solution when \( R \) is an even integer.

The actual determination of the solutions, when \( R \) is not too large, is probably most easily achieved by forming the eliminants for each \( p_i \) by means of Sylvester's dialytic method. Thus \( p_1 \) is eliminated between equations corresponding to \( i = 1 \) and \( i = 2 \), then between \( i = 2 \) and \( i = 3 \), and so on. In this way \( n - 1 \) equations are obtained containing the remaining variables. From these \( p_2 \) in turn is eliminated and the process is continued until the final eliminant is obtained, which will turn out to be an equation of degree \( N = R^n \) in \( p_R \) of form (8) above.

This process is illustrated readily by considering equations (5) and (6) of Section 5, namely.

\[
\begin{align*}
p^2 + 3pq + 3q^2 - 3p &= 0, \\
3p^2 + 8pq + 6q^2 + 12q &= 0.
\end{align*}
\]

Multiplying each in turn by \( p \), we obtain the following system of four equations in the variables \( p \), \( p^2 \), and \( p^3 \):

\[
\begin{align*}
p^2 + (3q - 3)p + 3q^2 &= 0 \\
p^3 + (3q - 3)p^2 + 3q^2p &= 0 \\
3p^2 + 8qp + 6q^2 + 12q &= 0 \\
3p^3 + 8qp^2 + (6q^2 + 12q)p &= 0
\end{align*}
\]

If these equations in \( p \), \( p^2 \), and \( p^3 \) are to be consistent the determinant must be set equal to zero and we thus obtain the eliminant as follows:

\[
\begin{vmatrix}
0 & 1 & (3q - 3) & 3q^2 \\
1 & (3q - 3) & 3q^2 & 0 \\
0 & 3 & 8q & (6q^2 + 12q) \\
3 & 8q & (6q^2 + 12q) & 0
\end{vmatrix} = 0
\]

which reduces to the equation:

\[
3q(q^2 - 18q + 108) = 0.
\]
A similar computation for the system corresponding to equation (11) of Section 5, namely,

\[ p^2 + 3pq + 3q^2 - 3p = 0, \]
\[ 3p^2 + 8pq + 6q^2 - 12q = 0, \]

leads to the eliminant:

\[ 3q(q^2 + 24q^2 + 222q - 108) = 0. \]

7. The Equation of Bratu

The equation of Bratu is the following nonlinear integral equation:

\[ y(x) = \lambda \int_a^b G(x,t) e^{\nu(t)} dt, \]

where the kernel is a Green's function defined as follows:

\[ G(x,t) = \begin{cases} \frac{(b-x)(t-a)}{b-a}, & t \leq x. \\ \frac{(b-t)(x-a)}{b-a}, & t \geq x. \end{cases} \]

One can show that the function \( y(x) \) which satisfies this equation is any solution of the differential equation

\[ \frac{d^2y}{dx^2} + \lambda e^{\nu} = 0, \]

which also satisfies the two-point boundary condition: \( y(a) = y(b) = 0. \) It will be convenient to assume that \( a = 0 \) and that \( \lambda > 0. \)

We shall now prove the following theorem: (Bratu)

For every value of \( \lambda \) taken between 0 and \( \lambda_1, \) where

\[ \lambda_1 = \left( \frac{1.8745 \ldots}{b^2} \right)^2, \]

equation (1) has two real and distinct solutions. These curves \( C_1 \) and \( C_2 \) are of parabolic form, concave to the \( x \)-axis and pass through the points \( x = 0 \) and \( x = b. \)

As \( \lambda \to \lambda_1, \) the two curves tend toward a limiting curve \( C \) between them. When \( \lambda = \lambda_1, \) the limit curve is the unique solution of equation (1). For \( \lambda > \lambda_1, \) the integral equation has no real solution.
Equation (3) can be integrated and we have as a first integral
\[ y'' - m^2 + 2\lambda(e^y - 1) = 0, \] (5)
where \( m = y'(0) \).

Introducing the variable
\[ t = 1 + \frac{m^2}{2\lambda}, \] (6)
we get \( y'' = 2\lambda(t - e^y) \), and thus the solution of (3) in the following form:
\[ x = \frac{1}{\sqrt{2\lambda}} \int_0^y \frac{dy}{\sqrt{t - e^y}}. \] (7)

The curve \( y = y(x) \) increases to a maximum at \( y = \log t \), and hence at this point
\[ x = x_1 = \frac{1}{\sqrt{2\lambda}} \int_0^{\log t} \frac{dy}{\sqrt{t - e^y}} = \frac{1}{\sqrt{2\lambda}} \int_1^t \frac{du}{u \sqrt{t - u}}. \] (8)

When \( x > x_1 \), \( y \) diminishes, and since the curve is symmetric with respect to the line \( x = x_1 \), \( y \) is zero when
\[ x = 2x_1 = b = \sqrt{\frac{8}{\lambda t}} \log \left[ \sqrt{t} + \sqrt{t-1} \right]. \] (9)

Since \( m = 0, b = 0 \) for \( t = 1 \) and \( m = \infty, b = 0 \) for \( t = \infty \), \( b \) passes through a maximum value as \( m \) varies between 0 and \( \infty \). In order to find this value we compute:
\[ \frac{db}{dt} = \sqrt{\frac{2}{\lambda t^2}} \left[ \frac{1}{\sqrt{t-1}} \log \left( \sqrt{t} + \sqrt{t-1} \right) \right]. \] (10)

Equating \( db/dt \) to zero, we now solve the resulting transcendental equation and thus find \( t = 3.2766 \ldots \). Denoting the maximum value of \( b \) by \( \beta \), we now substitute \( t \) in (9) and thus obtain: \( \beta = h/\sqrt{\lambda} \), where \( h = 1.8745 \ldots \).

The theorem follows readily from these results. If we assume a value of \( b \) and regard \( \lambda \) as a variable, then for each value of \( \beta \) there will exist a value of \( \lambda \) and a value of \( t \). If \( b = \beta \), then the initial slope of \( y(x) \), given by equation (6), denoted by \( \mu \), is found to be
\[ \mu = 2.1338 \ldots \sqrt{\lambda}. \]

For this value, there exists one curve, namely \( C \), which passes through \( x = 0 \) and \( x = \beta \).
But if \( b < \beta \), that is to say, if \( \lambda_1 > \lambda = h^2/\beta^2 \), then there will be two curves, \( C_1 \) and \( C_2 \) which pass through \( x = 0 \) and \( x = b \). For the first one the slope \( m_1 \) will be greater than \( \mu \) and for the second the slope \( m_2 \) will be less.

If \( \lambda_1 < \lambda \), then \( b > \beta \), but since \( \beta \) is the maximum value which \( b \) can have, it is clear that there will be no solution in this case.

The situation is shown in Figure 6, where \( \lambda = 1 \) and \( \lambda_1 = 1.275 \).

8. The Nonlinear Convolution Theorem

By a convolution (or Faltung) we shall mean an integral of the form

\[
R(t) = \int_{-\infty}^{\infty} x(s)y(s+t)ds,
\]

where \( x(s) \) and \( y(s) \) are functions integrable separately over the real axis, with individual convergent Fourier transforms:

\[
\int_{-\infty}^{\infty} y(s)e^{ist}ds \quad \text{and} \quad \int_{-\infty}^{\infty} x(s)e^{ist}ds.
\]
If \( y(s) \) and \( R(t) \) are given functions, then (1) is a linear integral equation in \( x(s) \). We shall proceed formally to solve for \( x(s) \).

Multiplying \( R(t) \) by \( e^{\beta t} \) and integrating over the infinite range, we thus obtain:

\[
\int_{-\infty}^{\infty} R(t)e^{\beta t}dt = \int_{-\infty}^{\infty} dt \int_{-\infty}^{\infty} x(s)y(s+t)e^{-\beta t}e^{\beta(t+t_1)}ds. \tag{3}
\]

Making the transformation: \( s+t=p \) and assuming such convergence as is necessary to validate the process, we can now write (3) as follows:

\[
\int_{-\infty}^{\infty} R(t)e^{\beta t}dt = \int_{-\infty}^{\infty} y(p)e^{\beta p}dp \int_{-\infty}^{\infty} x(s)e^{-\beta s}ds. \tag{4}
\]

We now denote by \( r(\beta) \) and \( r_1(\beta) \) the integrals

\[
r(\beta) = \int_{-\infty}^{\infty} R(t) \cos \beta t dt, \quad r_1(\beta) = \int_{-\infty}^{\infty} R(t) \sin \beta t dt, \tag{5}
\]

and by \( a_x(\beta), b_x(\beta) \) and \( a_y(\beta), b_y(\beta) \) the corresponding transforms of \( x(t) \) and \( y(t) \) respectively, that is,

\[
a_x(\beta) = \int_{-\infty}^{\infty} x(t) \cos \beta t dt, \quad b_x(\beta) = \int_{-\infty}^{\infty} x(t) \sin \beta t dt,
\]

\[
a_y(\beta) = \int_{-\infty}^{\infty} y(t) \cos \beta t dt, \quad b_y(\beta) = \int_{-\infty}^{\infty} y(t) \sin \beta t dt. \tag{6}
\]

By equating the real and imaginary parts of (3), we obtain the following system of equations:

\[
r(\beta) = a_x(\beta)a_x(\beta) + b_x(\beta)b_y(\beta),
\]

\[
r_1(\beta) = a_x(\beta)b_y(\beta) - a_y(\beta)b_x(\beta). \tag{7}
\]

This system can now be solved in general for \( a_x(\beta) \) and \( b_x(\beta) \), since its determinant is

\[
\Delta = -[a_x^2(\beta) + b_x^2(\beta)] \neq 0.
\]

The value of \( x(s) \) is now obtained from the equation

\[
a_x(\beta) + i b_x(\beta) = \int_{-\infty}^{\infty} x(s) e^{\beta t} ds, \tag{8}
\]

by means of the inverse transform:

\[
x(s) = \frac{1}{2\pi} \int_{-\infty}^{\infty} [a_x(\beta) + i b_x(\beta)] e^{-\beta s} d\beta. \tag{9}
\]
But the problem which we have just described is essentially different if in equation (1) we assume that \(x(s)=y(s)=u(s)\). The linear problem is now replaced by the following nonlinear convolution:

\[
R(t)=\int_{-\infty}^{\infty} u(s) u(s+t) \, ds. \tag{10}
\]

The uniqueness enjoyed by the linear problem has disappeared since the second equation in (7) is identically zero. We shall now prove two theorems relating to the inversion of (10).

**Theorem 1.** If the functions \(u(s)\) and \(R(s)\) exist over the infinite range, and if the integrals

\[
a(\beta)=\int_{-\infty}^{\infty} u(s) \cos \beta s \, ds, \quad b(\beta)=\int_{-\infty}^{\infty} u(s) \sin \beta s \, ds,
\]

\[
r(\beta)=\int_{-\infty}^{\infty} R(s) \cos \beta s \, ds, \tag{11}
\]

converge, then the functions \(a(\beta)\), \(b(\beta)\), and \(r(\beta)\) are connected formally by the relationship:

\[
r(\beta)=a^2(\beta)+b^2(\beta). \tag{12}
\]

The proof of this theorem is merely to observe that (12) is a corollary of (7). If we set \(x(t)=y(t)=u(t)\), then \(r_1(\beta)\) is zero and \(r(\beta)\) reduces to (12).

The second theorem gives the inversion of equation (10) in the following elegant form:* 

**Theorem 2.** If \(R(t)\) satisfies the conditions of Theorem 1 and if \(r(\beta)\) is defined by (11), then \(u(s)\), the solution of equation (10), is given by the following inversion:

\[
u(s)=\frac{1}{2\pi} \int_{-\infty}^{\infty} \sqrt{r(\beta)} \cos p(\beta) \cos \beta s \, d\beta
\]

\[
+\frac{1}{2\pi} \int_{-\infty}^{\infty} \sqrt{r(\beta)} \sin p(\beta) \sin \beta s \, d\beta, \tag{13}
\]

where \(p(\beta)\) is an arbitrary odd function of \(\beta\), that is, \(p(-\beta)=-p(\beta)\).

In order to prove this theorem, let us denote the first integral in (13) by \(u_1(s)\) and the second by \(u_2(s)\). From their definition

\[
u(s)=u_1(s)+u_2(s), \quad u_1(-s)=u_1(s), \quad u_2(-s)=-u_2(s). \tag{14}
\]

---

*This theorem is due to Norbert Wiener. The author has indicated applications of it to random series and economic problems in his work: The Analysis of Economic Time Series. Bloomington, Ind., 1941.
Employing the Fourier transform,

\[ f(s) = \frac{1}{2\pi} \int_{-\infty}^{\infty} g(\beta) e^{\beta is} \, ds, \quad g(\beta) = \int_{-\infty}^{\infty} f(s) e^{-\beta is} \, ds, \]

and making use of (14), we now obtain

\[ \sqrt{r(\beta)} \cos p(\beta) = \int_{-\infty}^{\infty} u_1(s) \cos \beta s \, ds = \int_{-\infty}^{\infty} u(s) \cos \beta s \, ds = a(\beta), \]

\[ \sqrt{r(\beta)} \sin p(\beta) = \int_{-\infty}^{\infty} u_2(s) \sin \beta s \, ds = \int_{-\infty}^{\infty} u(s) \sin \beta s \, ds = b(\beta), \quad (15) \]

where \( a(\beta) \) and \( b(\beta) \) are defined by (11).

From these equations we then obtain the fundamental identity (12) of Theorem 1.

PROBLEMS

1. Show that if \( R(t) = Ae^{-\pi t^2} \), then \( u(s) \), a solution of equation (10), is a function of the same kind.

2. Find a solution of equation (10) if \( R(t) = \exp(-|t|) \).

3. Show that \( u(s) = a \) constant, is a solution of (10), when \( R(t) \) is defined as follows: \( R(t) = 0 \), when \( |t| > a \); \( R(t) = 1 - t/a, \ 0 \leq t \leq a \); \( R(t) = 1 + t/a, \ -a \leq t \leq 0 \).
Chapter 14

Problems From the Calculus of Variations

1. Introduction

One of the most fruitful sources of nonlinear differential equations is found in problems which center around the determination of functions that maximize or minimize certain types of integrals. This wealth of information, now so extensive that the bibliography of the subject would fill a large book, comprises what is called the calculus of variations.

The origin of the subject is found in antiquity. In Vergil’s story of the wanderings of Aeneas, we read that Queen Dido, when she bargained with the Libyans for a site for Carthage, was offered “as much land as could be covered with a bull’s hide.” (Vergil’s Aeneid: i, 388). Her crafty followers interpreted this to mean the area that could be surrounded by a cord made from a bull’s hide. Desirous of obtaining as much land as possible, the Queen needed to know what shape of curve could enclose a maximum area. The answer, a circle, was known to the Greeks, although many centuries were to pass before an adequate mathematical theory was evolved to solve this and similar problems. To Zenodorus, living probably during the 2nd century B.C., is attributed the solution, although Archimedes a century earlier had considered the problem of the maximum volume enclosed by a given area and stated that the answer was the sphere. The natural generalization of Dido’s problem led in time to the creation of the isoperimetric problem of the calculus of variations.

During the 18th century the subject of the maximizing and minimizing of integrals became one of great interest to the mathematicians for two reasons. The first of these was the existence of several problems such, for example, as that proposed by Newton to determine the form of a surface of revolution, which will encounter minimum resistance when moved in the direction of its axis through a resisting medium. Another equally celebrated example was that of the brachistochrone (brachistos=shortest, chronos=time), a problem due to the Bernoullis. One is required to determine a path between two points in a vertical plane along which a particle would move under gravity in the shortest time.

The second reason for the interest of the mathematicians in the subject is found in the attempts of early natural philosophers to
discover a minimizing principle in nature. The following statement of Leonhard Euler (1707–83), which he made in 1744, is characteristic of the philosophical origin of what has come to be called the principle of least action:

"As the construction of the universe is the most perfect possible, being the handiwork of an all-wise Maker, nothing can be met with in the world in which some maximal or minimal property is not displayed. There is, consequently, no doubt but that all the effects of the world can be derived by the method of maxima and minima from their final causes as well as from their efficient ones."

The formulation of the equations of dynamics according to this principle must be regarded as one of the most astonishing facts of science. The principle of least action, where action is to be understood as the mean value of the difference between the kinetic and potential energies of a physical system averaged over some fixed interval of time, originated with P. L. M. de Maupertuis (1698–1759). The general statement of Maupertuis was made in an attempt to extend the theorem of P. Fermat (1601–65) that a ray of light, when travelling in a homogeneous medium, will pass from one point to another either directly or by reflection by the shortest path and in the shortest time.

The first formulation of the equations of dynamics according to the principles of the calculus of variations was made by J. L. Lagrange (1736–1813) in his *Mécanique analytique*, published in 1788. This work of Lagrange remained unchanged for nearly half a century until Sir William R. Hamilton (1805–65) in 1834–35 produced his classical papers on dynamics, which gave a new and very appealing form to the equations.

The history of the calculus of variations in a modern sense began with the work of Euler and Lagrange. The former obtained the first necessary condition for the existence of a maximum or minimum in the form of an equation, now known as *Euler’s equation*, which assured the vanishing of the first variation of the original integral. Lagrange introduced the variational notation, the method now known as that of the *Lagrange multiplier* in the isoperimetric problems, and added numerous examples of the application of the new calculus.

Interest developed in the problem of finding a sufficient condition for the existence of a curve which maximized or minimized the primary integral. Attention thus turned to the second variation and in 1788, A. M. Legendre (1752–1833) published a second necessary condition which such a curve must satisfy. But the condition thus discovered was not also a sufficient one. Although interest in the subject remained lively, no significant advance in its theory was made until 1837 when C. G. J. Jacobi (1804–51) discovered a third

---
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necessary condition associated with what has been called the *conjugate point*.

Renewed interest in the sufficiency problem, still unresolved, was awakened by the lectures of K. Weierstrass (1815–97) in which a complete reexamination of the first and second variations and the criteria of his predecessors led to the discovery of still a fourth necessary condition. This involved what is called the Weierstrass *excess function*, denoted by the symbol: \( E(x,y,y',p) \). By means of this function a satisfactory sufficiency condition was finally established.

In this chapter our primary interest will be in the differential equations, principally nonlinear ones, which appear in connection with classical problems in the calculus of variations. We shall not be concerned, therefore, with the delicate problem of whether the solutions of the differential equations actually provide extremals for the primary integrals. However, some attention is paid to this question in the problems given in Section 3.

Since the differential equations generated by the calculus of variations are consequences of the first variation, we shall limit our interest to this single aspect of the subject. But this is important enough, for we shall find that from it comes the system of equations derived by Lagrange, and extended by Hamilton, which forms the basis for dynamics. The application of these equations to celestial mechanics led to many of the problems which we have already introduced in the chapter on nonlinear mechanics. We are thus, in a sense, at the fountainhead of the subject.

### 2. The Euler Condition

The problem of Euler concerns itself with the establishing of a necessary condition that a function, \( y = y(x) \), defined within a domain \( R \), shall maximize or minimize an integral of the following form:

\[
I = \int_a^b F(x,y,y') \, dx,
\]

in the sense that the integral will be greater or less for it than for any other function within \( R \). Such a domain is shown in Figure 1.

It will be assumed that \( y(x) \) is continuous and has a continuous derivative \( y'(x) \) in the interval: \( a \leq x \leq b \). Such a function is said to belong to class \( C' \). We shall assume further that \( F(x,y,y') \) is continuous and has continuous derivatives of first and second orders.

To obtain a necessary condition for the existence of a maximum or minimum value of (1), we replace \( y \) in (1) by \( y(x) + \alpha \eta(x) \), where \( \alpha \)
is an arbitrary constant and \( \eta(x) \) is an arbitrary function belonging to class \( C' \), which vanishes at \( x=a \) and \( x=b \); that is,

\[
\eta(a) = \eta(b) = 0. \tag{2}
\]

Any function lying within the domain \( R \) which gives a value to \( I \) we shall call an admissible function. We shall assume that both \( y(x) \) and \( y(x) + \alpha \eta(x) \) are admissible functions.

If we denote the new integral by \( I(\alpha) \), that is,

\[
I(\alpha) = \int_a^b F(x, y + \alpha \eta, y' + \alpha \eta') \, dx, \tag{3}
\]

the integral is now a function of the parameter \( \alpha \). Under the assumption that \( F \) has continuous derivatives of first and second orders, \( I(\alpha) \) can be expanded in a series in \( \alpha \) at least to \( \alpha^2 \).

We thus have

\[
I(\alpha) = I(0) + \alpha \int_a^b (F'_\eta \eta + F'_{\eta'} \eta') \, dx + \frac{\alpha^2}{2!} \int_a^b \{ P \eta^2(x) + 2Q \eta(x) \eta'(x) + R[\eta'(x)]^2 \} \, dx + \ldots , \tag{4}
\]

where we abbreviate:

\[
P = \frac{\partial^2 F}{\partial y^2}, \quad Q = \frac{\partial^2 F}{\partial y \partial y'}, \quad R = \frac{\partial^2 F}{\partial y'^2}, \quad F'_\eta = \frac{\partial F}{\partial \eta}, \quad F'_{\eta'} = \frac{\partial F}{\partial \eta'}. \tag{5}
\]

The coefficient of \( \alpha \) is called the first variation and is denoted by \( \delta I \), that is to say,

\[
\delta I = \int_a^b (F'_\eta \eta + F'_{\eta'} \eta') \, dx. \tag{6}
\]

It will be seen at once that if \( y(x) \) is to maximize or minimize the integral, then it must be a function for which the coefficient of \( \alpha \) in
(4) is reduced to zero. We thus obtain as a necessary condition to be satisfied by \( y(x) \) the vanishing of the first variation,

\[
\delta I = 0. \tag{7}
\]

Integrating (6) by parts and taking account of (2), we obtain

\[
I = F_y' \eta(x) \bigg|_a^b + \int_a^b \left( F_y' \frac{d}{dx} F_{y'}' \right) \eta(x) dx,
\]

\[
= \int_a^b \left( F_y' \frac{d}{dx} F_{y'}' \right) \eta(x) dx. \tag{8}
\]

The fundamental lemma of the calculus of variations is now introduced. This lemma states that if in the integral

\[
\int_a^b p(x) q(x) \, dx, \tag{9}
\]

the function \( p(x) \) is continuous between \( x=a \) and \( x=b \), and if the integral vanishes for all functions \( q(x) \) of class \( C' \) which vanish at \( a \) and \( b \), then \( p(x) \) must be identically zero in the interval.*

Employing this lemma we obtain from (8) the condition which must be satisfied by \( y(x) \) in the form of the following equation:

\[
\frac{\partial F}{\partial y} \frac{d}{dx} \frac{\partial F}{\partial y'} = 0. \tag{10}
\]

This famous equation is called the Euler equation. We shall refer to any solution of it as an extremal. But it does not follow that an extremal is the solution of the original problem, since the condition is only a necessary and not a sufficient one.

To investigate the problem of whether or not an extremal actually provides a maximum (or a minimum) value of the integral, one is led naturally to a study of the second variation, namely, the coefficient of \( \alpha^2 \) in (4). Denoting this by \( \delta^2 I \), we have

\[
\delta^2 I = \int_a^b \left\{ P \eta^2(x) + 2Q \eta(x) \eta'(x) + R[\eta'(x)]^2 \right\} dx, \tag{11}
\]

we see that the second variation is the integral of a quadratic form in \( \eta(x) \) and \( \eta'(x) \). Since our interest in the calculus of variations resides mainly in its power to generate significant nonlinear equations, rather than in the integrals from which they come, we shall not attempt here to discuss the numerous problems which have been developed from a study of the second variation.

Returning to the Euler equation, we shall give a few examples of the equations which are provided in such abundance by proper specializations of the integrand of (1).

**Example 1.** (Minimum Surface of Revolution). If $S$ is a surface of revolution generated by revolving about the $x$-axis a curve $y=y(x)$ through the points $P_0=(0,y_0)$ and $P_1=(x_1,y_1)$, the area of the surface is given by the equation:

$$S=2\pi \int_0^{x_1} y \, ds=2\pi \int_0^{x_1} y(1+y'^2)^{1/2} \, dx.$$  

The corresponding Euler equation is readily found to be

$$y \, y''-y''^2=1,$$

which is the differential equation of the catenary and has the solution:

$$y=a \cosh (x/a+b),$$

where $a$ and $b$ are arbitrary.

**Example 2.** The following, a somewhat more complicated example,* requires the extremals corresponding to the integral:

$$I=\int_a^b [1+x^2+2xyy'+(1+y^2)y'^2]^{1/2} \, dx.$$  

For this integral the Euler equation reduces to the following nonlinear equation:

$$(1+x^2+y^2)y''=(xy'-y)(1+y''^2).$$

A first integral of this equation is found to be

$$(xy'-y)^2=\frac{a^2}{1+a^2}(1+y''^2)(1+x^2+y^2),$$

where $a$ is an arbitrary constant.

If we set $x=r \cos \theta$, $y=r \sin \theta$, this equation reduces to

$$\frac{d\theta}{dr} = \left( \frac{a}{r} \right) \left( \frac{r^2+1}{r^2-a^2} \right)^{1/2},$$

which is readily integrable and has the following solution:

$$\theta-k=\frac{1}{2} a \log \left( \frac{u+1}{u-1} \right)-\arctan(au),$$

*See A. R. Forsyth: *Calculus of Variations*, p. 46.
where we write

\[ u^2 = \frac{r^2 + 1}{r^2 - a^2} = \frac{x^2 + y^2 + 1}{x^2 + y^2 - a^2}. \]

**Example 3.** Find the Euler equation for the integral

\[ I = \int_a^b (py'^2 + 2qyy' + ry'^2)dx, \]

where \( p, q, \) and \( r \) are functions of \( x. \)

The desired equation is found to be

\[ \frac{d}{dx} \left( r \frac{dy}{dx} \right) + (q' - p) y = 0, \]

which is the general linear differential equation of second order.

**Example 4.** Find the Euler equation for the integral

\[ I = \int_a^b \left( y'^2 + Ay^2 + \frac{1}{2} By^4 \right)dx. \]

The desired equation turns out to be

\[ \frac{d^2y}{dx^2} = Ay + By^3, \]

which was shown in Section 10 of Chapter 7 to have the solution:

\[ y = C \sn(\lambda u, k), \quad u = x + p, \]

where

\[ k^2 = \frac{1}{\lambda^2 + A}, \quad C^2 = -2(\lambda^2 + A)/B. \]

**3. The Euler Condition in the Isoperimetric Case**

In the isoperimetric problem we seek extremals for the integral

\[ I = \int_a^b F(x,y,y')dx, \]  \hspace{1cm} (1)

which at the same time give to a second integral

\[ J = \int_a^b G(x,y,y')dx, \]  \hspace{1cm} (2)

a prescribed value \( C. \) The values \( y(a) = y_1 \) and \( y(b) = y_2 \) are also prescribed.
The problem of Dido mentioned in Section 1 is the example from which this class of problems derives its name. For we are required to maximize the area integral:

$$I = \int_a^b y \, dx,$$

while at the same time we keep the integral of length, namely,

$$J = \int_a^b \sqrt{1 + y'^2} \, dx,$$

equal to a constant value. Conditions must also be imposed upon $y(x)$ so that the given length forms a closed perimeter for the area. Thus the areas considered are isoperimetric.

The Euler condition for this problem is found to be

$$\frac{\partial H}{\partial y} - \frac{d}{dx} \frac{\partial H}{\partial y'} = 0,$$

where $H = I + \lambda J$, in which $\lambda$ is an arbitrary parameter to be evaluated from the conditions of the problem.

Thus, from (3) and (4), we get

$$H = y + \lambda \sqrt{1 + y'^2},$$

and (5) reduces to the equation:

$$\lambda \frac{d}{dx} \left[ \frac{y'}{(1 + y'^2)^{3/2}} \right] = 1.$$  

A first integral is found to be

$$\lambda y' = (x-c)(1+y'^2)^{3/2}.$$  

Solving for $y'$ and integrating, we obtain

$$(x-c)^2 + (y-c')^2 = \lambda^2,$$

that is, the equation for a circle. The value of $\lambda$ is determined from the prescribed value of $J$, and $c$ and $c'$ from the boundary conditions.

It is often convenient in isometric problems, as well as in other problems of the calculus of variations, to represent the extremals in parametric form, that is,

$$x = x(t), \quad y = y(t),$$
In this case $I$ and $J$ are written

$$I = \int_{a}^{b} F(x, y; x', y') \, dt, \quad J = \int_{a}^{b} G(x, y; x', y') \, dt, \tag{10}$$

and the Euler equation is replaced by the two equations:

$$\frac{\partial H}{\partial x} \frac{d}{dt} \frac{\partial H}{\partial x'} + \frac{\partial H}{\partial y} \frac{d}{dt} \frac{\partial H}{\partial y'} = 0, \quad \frac{\partial H}{\partial x} \frac{d}{dt} \frac{\partial H}{\partial y} = 0, \tag{11}$$

where $H = F + \lambda G$.

In Dido's problem considered above, when the curve is represented parametrically, equations (3) and (4) are replaced respectively by the following:

$$I = \frac{1}{2} \int_{a}^{b} (yx' - xy') \, dt, \quad J = \int_{a}^{b} \sqrt{x'^2 + y'^2} \, dt, \tag{12}$$

from which we have:

$$H = \frac{1}{2} (yx' - xy') + \lambda (x'^2 + y'^2)^{1/2}.$$

The Euler equations (11) are seen to reduce to the following:

$$x' (x'^2 + y'^2)^{-1/2} = -y, \quad y' (x'^2 + y'^2)^{-1/2} = x. \tag{13}$$

Dividing the second of these equations by the first, we obtain

$$y'/x' = -x/y, \quad \tag{14}$$

which is the equation of the tangent to a circle. The solution then takes the form:

$$x - x_0 = \lambda \cos t, \quad y - y_0 = \lambda \sin t. \tag{15}$$

Since a closed perimeter is assumed, there must exist values of $t$, namely $t_0$ and $t_1$, such that: $x(t_0) = x(t_1), y(t_0) = y(t_1)$. These values of $t$ may be assumed to be 0 and $2\pi$, respectively. When $x$ and $y$ as defined by (15) are substituted in the second integral in (12), we obtain for the determination of $\lambda$ the equation: $J = 2\pi \lambda$, where $J$ is the length of the perimeter of the circle.

**PROBLEMS**

1. If the function $F$ in equation (1) is independent of $x$, show that the following is a first integral of Euler's equation:

$$F - y' F'_{y'} = \text{constant}. \tag{16}$$
2. Solve the Euler equation for the function

\[ F = \frac{1}{y} (1 + y')^4, \]

and show that the general solution is a two-parameter family of circles with centers on the x-axis.

3. Given that

\[ F = y^\alpha (1 + y')^4, \]  \hspace{1cm} (17)

show that the solution of Euler's equation for which \( y = 1, \ y' = 0 \), when \( x = 0 \) is given by the following parametric equations:

\[ x = m \int_0^t \cos^m t \, dt, \quad y = \cos^m t, \quad m = -1/\alpha. \]

Find explicitly the solutions corresponding to \( \alpha = 1 \) and \( \alpha = -1 \).

4. A bead of mass \( m \) is constrained to move under gravity on a smooth curved wire situated in a vertical plane. We shall assume that the bead starts from rest at a point \( h \) above the x-axis and moves to a point on the x-axis. The time of descent \( T \) is given by the following integral:

\[ T = \frac{1}{\sqrt{2g}} \int_0^h \left( \frac{1 + x'^2}{h - y} \right)^{\frac{1}{2}} \, dy. \]  \hspace{1cm} (18)

The curve, \( y = y(x) \), for which \( T \) is a minimum is called the brachistochrone, or curve of quickest descent. Show that this curve is the cycloid, defined by the following parametric equations:

\[ x = a(\theta + \sin \theta), \quad y = a(1 - \cos \theta), \]

where \( a = \frac{1}{4} h \).

5. (Newton's Problem). In seeking the form of a solid of revolution which experiences a minimum resistance when it moves through a fluid in the direction of the axis of revolution, we are led to minimize the following integral:

\[ I = \int_a^b \frac{yy^3}{1 + y'^2} \, dx. \]  \hspace{1cm} (19)

Show that the first integral of the Euler equation is

\[ y = C_1 (1 + p^2)^{\frac{3}{2}}/p^3, \]  \hspace{1cm} (20)

where \( p = y' \) and \( C_1 \) is an arbitrary constant.

Observing that \( dx = dy/p \), show that

\[ x = C_1 \left[ \log p + \frac{1}{p^3} + \frac{3}{4} p^4 \right] + C_2, \]  \hspace{1cm} (21)

where \( C_2 \) is an arbitrary constant. Now note that equations (20) and (21) provide a solution of Euler's equation in parametric form.

6. In Problem 5, let \( C_1 = 1 \) and \( C_2 = 0 \) and graph the curve defined by (20) and (21), regarding \( p \) as a variable parameter. Show that as \( p \) varies from 0 to \( \sqrt{3} \), we obtain one branch, and as \( p \) varies from \( \sqrt{3} \) to \( \infty \), we obtain a second branch of a curve, which has a cusp at the point \((x, y)\) corresponding to \( p = \sqrt{3} \).
7. Show that the Euler equation for the integral.

\[ I = \int_a^b F(x, y, y', y'', \ldots, y^{(n)}) \, dx, \]  

is the following:

\[ \frac{\partial F}{\partial y} - \frac{d}{dx} \frac{\partial F}{\partial y'} + \frac{d^2}{dx^2} \frac{\partial F}{\partial y''} + \cdots + (-1)^n \frac{\partial F}{\partial y^{(n)}} = 0. \]  

(23)

8. If \( L > 0 \) and \( y(x) \) is a real-valued absolutely continuous function on \((0, L)\) which vanishes at 0 and \( L \), and if \( y'(x) \) is of integrable square on the interval, show that

\[ \int_0^L \left[ y'^2 - \frac{\pi^2 y^2}{L^2} \right] dx \geq 0, \]  

(24)

and that the equality sign holds if and only if \( y(x) \) is of the form \( C \sin (\pi x/L) \).

*Hint: Observe the following identity:

\[ y'^2 - \frac{\pi^2 y^2}{L^2} = \frac{d}{dx} \left[ \frac{\pi^2 y^2}{L^2} \cot \left( \frac{\pi x}{L} \right) \right] + \left[ y' - \frac{\pi y}{L} \cot \left( \frac{\pi x}{L} \right) \right]^2. \]

The following two problems are concerned with the establishing of conditions which are necessary (but not sufficient) if a solution of Euler's equation is to give a maximum or minimum value to the integral. Together these conditions are sufficient to assume that the second variation \( \delta^2 I \) is of one sign.

9. If \( \theta \) is an arbitrary function of class \( C' \) in \((a,b)\), show that

\[ \int_a^b \left( 2\theta \eta \eta' + \theta' \eta^2 \right) dx = 0. \]

Now add the integrand of this integral to the integrand of \( \delta^2 I \) and show that, if \( \theta \) is a solution of the equation:

\[ R(P + \theta') = (Q + \theta)^2, \]  

(25)

then we can write:

\[ \delta^2 I = \int_a^b R (\eta' + M \eta)^2 \, dx, \]

where \( M = (Q + \theta)/R \).

From this derive the following theorem (called the necessary condition of Legendre): If \( \delta^2 I \) is to be of one sign, it is necessary that \( R \) does not change sign in \((a,b)\).

10. Observe that equation (25) is a Ricatti. Hence, let \( Q + \theta = -R \, u'/u \), and thus derive the following:

\[ Ru''' + Ru' + (Q' - P)u = 0, \]  

(26)

which is called the equation of Jacobi.

Now show that the second variation can be written

\[ \delta^2 I = \int_a^b R \frac{(\eta' u - \eta u')^2}{u^2} \, dx. \]

Observe that, when $R \neq 0$, the integral is of one sign unless the numerator of the integrand vanishes identically. Show that this is impossible unless $\eta = Cu$, where $C$ is a constant, and that this is impossible unless $u$ vanishes at some point in the interval $(a, b)$.

From this derive the following theorem of Jacobi: If $\delta^2 I$ is to be one of sign for all possible forms of the function $\eta(x)$, it is necessary that equation (26) have a solution which does not vanish in $(a, b)$.

11. Show that the Euler equation for the integral

$$I = \int_a^b (Pu^2 + 2Quu' + Ru'^2)\,dx$$

is Jacobi's equation.

12. If $y = y(x, \alpha, \beta)$ is a solution of Euler's equation, show that

$$y_{\alpha} = \frac{\partial}{\partial \alpha} y(x, \alpha, \beta) \text{ and } y_{\beta} = \frac{\partial}{\partial \beta} y(x, \alpha, \beta)$$

are solutions of Jacobi's equation.

13. Let $y = y(x, \alpha)$ be a one-parameter family of curves. If $\alpha$ is eliminated between $y = y(x, \alpha)$ and $y_{\alpha}$ as defined in Problem 12, show that the resulting equation is the envelope of the family of curves.

14. Making use of the results of Problems 12 and 13, show that Jacobi's theorem can be stated as follows: If $y = y(x, \alpha)$ is a solution of Euler's equation, then if $\delta^2 I$ is to be of one sign, it is necessary that the point of contact of $y$ and its envelope shall lie outside of the interval $(a, b)$.

15. Show that the envelope of the family of catenaries:

$$y = \alpha \cosh \left(\frac{x}{\alpha}\right),$$

is the straight line

$$y = x \tan \phi = x \tan \psi,$$

where $\phi = 1.1997$ and $\psi = 56^\circ 28'$. (See Example 1, Section 2.)

16. Show that for Newton's problem (Problem 5), we have

$$R = \frac{2yp(3+p^2)}{(1+p^2)^3}.$$

4. The Euler Condition for a Double Integral

The problem which we have just considered for single integrals can be extended without difficulty to multiple integrals. We shall consider the case of a double integral, since its geometrical interpretation is readily understood. Let

$$z = z(x, y)$$

be the equation of a surface within a region $R$ of space and let $C$ be a curve upon this surface the projection of which on the $xy$-plane is a simply connected closed curve $C'$ without double points. Such a configuration is shown in Figure 2.
Let $F(x,y,z,p,q)$ be a function which is continuous in the five variables $x,y,z,p,q$ with continuous derivatives of orders up to and including the second. We now consider the integral:

$$I = \int_A \int F(x,y,z,p,q) \, dx \, dy,$$  \hspace{1cm} (2)

evaluated over the area $A$ inclosed by the curve $C'$. We seek among the surfaces of the region $R$ which contain the curve $C$ for that surface with minimizes (or maximizes) $I$. The symbols $p$ and $q$ have their usual significance: $p = \partial z / \partial x$ and $q = \partial z / \partial y$.

To obtain the first variation we write

$$z = z(x,y) + \alpha \eta(x,y),$$  \hspace{1cm} (3)

where $\eta(x,y)$ is a function which is continuous with continuous derivatives in $A$ and which vanishes along $C'$. The first variation is then defined by the integral

$$\delta I = \alpha \int_A \left[ F_p \eta(x,y) + F_p \eta' + F_q \eta_y \right] dx \, dy.$$  \hspace{1cm} (4)

We now make use of Green's theorem

$$\int_{C'} P \, dx + Q \, dy = \int_A \left( \frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y} \right) dx \, dy,$$  \hspace{1cm} (5)
in which we set: \( P = -\eta(x,y) \frac{\partial}{\partial y} F_q \) and \( Q = \eta(x,y) \frac{\partial}{\partial x} F_p \). We thus obtain

\[
\int_C \eta(x,y)(-F_q \, dx + F_p \, dy) = \int_A \left[ \frac{\partial}{\partial x}(\eta F_p) + \frac{\partial}{\partial y}(\eta F_q) \right] \, dx \, dy
\]

\[
= \int_A \left[ \eta_x F_p + \eta \frac{\partial}{\partial x} F_p + \eta_y F_q + \eta \frac{\partial}{\partial y} F_q \right] \, dx \, dy.
\]

Since \( \eta(x,y) \) is zero along \( C' \), these integrals are all zero and from the last one we obtain the identity:

\[
\int_A (F_p \eta_x + F_q \eta_y) \, dx \, dy = -\int_A \eta \left( \frac{\partial}{\partial x} F_p + \frac{\partial}{\partial y} F_q \right) \, dx \, dy.
\]

When this is substituted in (4), the first variation reduces to

\[
\delta I = \alpha \int \eta(x,y) \left( F_x - \frac{\partial}{\partial x} F_p - \frac{\partial}{\partial y} F_q \right) \, dx \, dy.
\]

It will be readily seen that the fundamental lemma of the calculus of variations, which was established in Section 2, can be extended without essential change to the case of double integrals. Applying this lemma here we derive Euler's condition in the following form:

\[
\frac{\partial F}{\partial z} - \frac{\partial}{\partial x} \frac{\partial F}{\partial p} - \frac{\partial}{\partial y} \frac{\partial F}{\partial q} = 0. \tag{9}
\]

5. The Problem of the Minimal Surface

The problem of the minimal surface concerns itself with the determination of a surface of minimum area, which is bounded by one or more nonintersecting skew curves.

Since the area of a surface is given by the integral

\[
A = \int \int (1 + p^2 + q^2)^{1/2} \, dx \, dy, \tag{1}
\]

the Euler condition, obtained from (9) in the preceding section, reduces to the following nonlinear partial differential equation of second order:

\[
(1 + q^2)r - 2pqs + (1 + p^2)t = 0, \tag{2}
\]

where we introduce the customary symbols:

\[
r = \frac{\partial^2 z}{\partial x^2}, \quad s = \frac{\partial^2 z}{\partial x \partial y}, \quad t = \frac{\partial^2 z}{\partial y^2}.
\]
This equation is of elliptic type, since its discriminant, namely,
\[(1 + q^2)(1 + p^2) - p^2q^2 = 1 + p^2 + q^2,\]  \hspace{1cm} (3)
is greater than zero. If \(p\) and \(q\) are sufficiently small quantities, equation (2) is asymptotic to Laplace's equation, that is,
\[r + t = 0.\]  \hspace{1cm} (4)

If \(k_1\) and \(k_2\) are the principal curvatures of the surface: \(z = z(x, y)\), it is proved in treatises on differential geometry that \(k_1 + k_2\) (the mean curvature) has the form:
\[k_1 + k_2 = \frac{1}{h^{3/2}} [(1 + q^2)r - 2pq + (1 + p^2)t], \quad h = 1 + p^2 + q^2.\]  \hspace{1cm} (5)

From this it follows that a minimal surface can be defined as one for which the mean curvature is zero.

If the equation of the surface is given in terms of the parameters \((u, v)\), where
\[x = x(u, v), \quad y = y(u, v), \quad z = z(u, v),\]  \hspace{1cm} (6)
then equation (2) can be expressed in terms of the coefficients of the first and second fundamental quadratic forms of the surface. These quadratic forms are customarily written as follows:
\[ds^2 = Edw^2 + 2Fdudv + Gdv^2,\]
\[-d\phi^2 = Ddw^2 + 2D'dudv + D''dv^2,\]  \hspace{1cm} (7)
where we use the abbreviations:
\[E = \sum (x_u)^2, \quad F = \sum (x_u x_v), \quad G = \sum (x_v)^2,\]  \hspace{1cm} (8)
\[D = \frac{1}{\sqrt{H}} \begin{vmatrix} x_{uu} & y_{uu} & z_{uu} \\ x_u & y_u & z_u \\ x_v & y_v & z_v \end{vmatrix}, \quad D' = \frac{1}{\sqrt{H}} \begin{vmatrix} x_{uv} & y_{uv} & z_{uv} \\ x_u & y_u & z_u \\ x_v & y_v & z_v \end{vmatrix}, \quad D'' = \frac{1}{\sqrt{H}} \begin{vmatrix} x_{vv} & y_{vv} & z_{vv} \\ x_u & y_u & z_u \\ x_v & y_v & z_v \end{vmatrix}.\]

In these expressions the sums extend to the three variables, the subscripts denote partial derivatives, and \(H = EG - F^2\).

Since the mean curvature of the surface, in terms of these coefficients, has the form
\[k_1 + k_2 = \frac{1}{H} (ED'' - 2D'F + DG),\]  \hspace{1cm} (9)
equation (1) of the minimal surface is replaced by the following:
\[ED'' - 2D'F + DG = 0.\]  \hspace{1cm} (10)
An example is provided by the problem of finding the minimal surface, which is a surface or revolution and which is bounded by two circles having the same axis.

The solution of this problem is immediately obtained from Example 1 of Section 2, where the surface was shown to be a catenoid, that is to say, one generated by revolving a catenary about an axis.

If the catenary is revolved about the z-axis, the equation of the surface assumes the form:

$$z = a + b \cosh^{-1}(\rho/b), \quad \rho^2 = x^2 + y^2.$$  \(11\)

A representation of this surface is shown in Figure 3. A study of the properties of the catenoid shows that it is not always possible to construct such a surface, which has given a directrix and at the same time passes through two preassigned points.

Figure 3

Great analytical difficulties beset the solution of equation (2), but fortunately there exists a physical analogue which makes it possible to determine the shape of minimal surfaces for many kinds of boundary curves. This analogue is due to the blind physicist Joseph Plateau (1801–83), who described it in his classical work on molecular forces in liquids published in 1873. Soap bubbles, constrained between bounding contours, will assume the shape of minimal surfaces through the action of their molecular forces. The problem of the analyst was thus transferred to the laboratory of the physicist, and we have here one of the first examples of an analogue solution of a nonlinear differential equation. Minimal surfaces obtained in this manner are shown in the accompanying plate, from experiments carried out by W. T. Reid.

The problem of determining a continuous minimal surface which passes through a given curve is called the problem of Plateau. It has been the subject of extensive investigations by T. Carleman, J. Douglas, A. Haar, and many others. Of special significance are the
recent researches of T. Radó, who has made important extensions of
the original problem.\footnote{For an extensive account of the problem and its extensions, the reader is referred to the excellent volume of T. Radó: \textit{On the Problem of Plateau}, 1932, American edition, 1951, 109 p.}

The problem of the minimal surface is included in the broader problem of the determination of extremals for the integral

$$
\int_A \int F(p,q) \, dx \, dy,
$$

(12)

where $F(p,q)$ is an analytic function of $p,q$ and satisfies the inequalities:

$$
F_{pp} > 0, \quad F_{qq} > 0, \quad F_{pp}F_{qq} - F_{pq}^2 > 0,
$$

(13)

for all values of $p$ and $q$.

One observes that this problem also includes that of Dirichlet, which requires a minimum for the integral

$$
\int_A \int (p^2 + q^2) \, dx \, dy.
$$

(14)

The Euler condition reduces to Laplace's equation (4), which we have just seen is an approximation for the equation of the minimal surface.

Another problem closely related to that of Plateau is the determination of a surface for which the mean curvature is a constant, let us say $k$. Physically this corresponds to the case of a soap film in which there is a constant difference in pressure on its two sides.\footnote{For a discussion of this problem see H. Bateman: \textit{Bibliography}, Reference (2), pp. 169–171.}

In this case equation (2) is replaced by the following:

$$
(1 + q^2) r - 2pq + (1 + p^2) t = k(1 + p^2 + q^2)^{3/2}.
$$

(15)

If $p$ and $q$ are sufficiently small, this equation can be replaced by the linear one

$$
r + t = k.
$$

(16)

Although this equation has the following function as its complete integral:

$$
z = \phi(x + iy) + \psi(x - iy) + \frac{k}{4} (x^2 + y^2),
$$

(17)

where $\phi$ and $\psi$ are arbitrary functions, this fact usually does not help in constructing a solution which also satisfies the boundary conditions, that is to say, in finding a surface which passes through one or more arbitrarily given curves.
Minimal Surfaces for Various Boundary Conditions—Soap Film Pictures Obtained by W. T. Reid.

6. Hamilton's Principle—The Principle of Least Action

By means of the calculus of variations it has been possible to express in a fundamental and elegant way the general problem of dynamics. As we have already stated in Section 1 this formulation has had a long history which began with Fermat's principle. This principle, in modern terms, may be stated thus: Rays of light travel along such lines that the optical distance between any two points of the ray is a minimum. By an optical distance we mean the sum, $2l_in_i$, where $l_i$ represents the distance traveled in a medium of refractive index $n_i$. We have also indicated in Section 1 the metaphysical character of the
arguments by means of which Maupertuis and Euler extended Fermat's theorem to the more general system of dynamics.

It was left to Hamilton to formulate the modern principle (Hamilton's principle). This states in the language of the calculus of variations that the first variation of the time integral of the difference between the kinetic energy \((T)\) and the potential energy \((V)\) of a dynamical system is zero, that is,

\[
\delta \int_{t_1}^{t_2} (T-V) \, dt = 0.
\]  
(1)

Since the question is seldom asked whether or not an actual minimum is attained by the integral, it is customary to say that the motion defined by (1) is stationary. The equation is assumed to hold for all dynamical systems whether they are conservative, that is, when \(T+V=C\), where \(C\) is a constant, or nonconservative.

The quantity \(T-V\) is called the Lagrangian and is denoted by \(L\). With this designation equation (1) becomes

\[
\delta \int_{t_1}^{t_2} L \, dt = 0,
\]  
(2)

and Hamilton's principle then asserts that the first variation of the time-integral of the Lagrangian is zero.

If the system is conservative, \(V\) can be eliminated from (1), since \(T+V=C\), and (1) then becomes

\[
\delta \int_{t_1}^{t_2} 2T \, dt = 0.
\]  
(3)

Since the time-integral of \(2T\) is called the action of the system, we have in (3) the formulation of the principle of least action. More properly stated, the principle of least action asserts that for any conservative system the action is stationary.

Let us first, as an example, derive Newton's laws of motion from this more general point of view. The position of a single body of mass \(m\) is given by the coordinates \(x, y, z\), which are functions of time. If the body is constrained to move under a system of forces the respective components of which are \(X, Y,\) and \(Z\), then the motion is defined by the following system of equations:

\[
m\ddot{x} = X, \quad m\ddot{y} = Y, \quad m\ddot{z} = Z.\]

(*)

*It will be recalled that the symbols \(\dot{x}\) and \(\ddot{x}\) denote respectively \(dx/dt\) and \(d^2x/dt^2\). This notation was introduced by Newton in his theory of fluxions.
In the application of Hamilton's principle we write the kinetic energy in the form:

$$ T = \frac{1}{2} m (\dot{x}^2 + \dot{y}^2 + \dot{z}^2), $$

(5)

and define $W$ (the work) by its variation:

$$ \delta W = X \delta x + Y \delta y + Z \delta z. $$

(6)

Then, since $\delta V = - \delta W$, we have from equation (1)

$$ \delta \int_{t_1}^{t_2} (T-V) \, dt = \int_{t_1}^{t_2} (\delta T + \delta \delta W) \, dt $$

$$ = \int_{t_1}^{t_2} \left( \frac{\partial T}{\partial \dot{x}} \delta \dot{x} + \frac{\partial T}{\partial \dot{y}} \delta \dot{y} + \frac{\partial T}{\partial \dot{z}} \delta \dot{z} + X \delta x + Y \delta y + Z \delta z \right) \, dt = 0. $$

(7)

Integrating by parts and noting that the variations vanish at $t=t_1$ and $t=t_2$, we obtain (7) in the following form:

$$ \int_{t_1}^{t_2} \left[ \left( -\frac{d}{dt} \frac{\partial T}{\partial x} + X \right) \delta x + \left( -\frac{d}{dt} \frac{\partial T}{\partial y} + Y \right) \delta y + \left( -\frac{d}{dt} \frac{\partial T}{\partial z} + Z \right) \delta z \right] \, dt = 0. $$

(8)

Since the variations $\delta x$, $\delta y$, and $\delta z$ are independent of one another, their multipliers are zero and we obtain as a consequence Newton's laws of motion as given by (4).

This analysis can be extended to more complex cases, where the configuration of the dynamical system is described in terms of a set of generalized coordinates: $q_1, q_2, q_3, \ldots, q_n$. For simplicity we shall consider a system of three variables, where the familiar cartesian coordinates, $x, y, z$, are now written as follows:

$$ x = x(q_1, q_2, q_3), \quad y = y(q_1, q_2, q_3), \quad z = z(q_1, q_2, q_3). $$

(9)

Since the coordinates are functions of $t$, we have upon differentiation

$$ \dot{x} = \frac{\partial x}{\partial q_1} \dot{q}_1 + \frac{\partial x}{\partial q_2} \dot{q}_2 + \frac{\partial x}{\partial q_3} \dot{q}_3, $$

(10)

with corresponding expressions for $\dot{y}$ and $\dot{z}$.

When these quantities are substituted in (5), the kinetic energy is then represented as the following quadratic form in the $\dot{q}_i$:

$$ T = \sum A_{ij} q_i \dot{q}_j, \quad A_{ij} = A_{ji}. $$

(11)

It is evident from the original form of $T$ that this quadratic form is positive definite and thus the leading principal minors of its matrix
will be positive. Moreover, if the transformation defined by (9) is orthogonal, then \( A_{ij} \) will be zero when \( i \neq j \).

Since the variation \( x \) has the form

\[
\delta x = \frac{\partial x}{\partial q_1} \delta q_1 + \frac{\partial x}{\partial q_2} \delta q_2 + \frac{\partial x}{\partial q_3} \delta q_3,
\]

with similar expressions for \( y \) and \( z \), the variation in \( W \) given by (6) assumes the following linear form in terms of the generalized variables:

\[
\delta W = Q_1 \delta q_1 + Q_2 \delta q_2 + Q_3 \delta q_3,
\]

where \( Q_1, Q_2, \) and \( Q_3 \) are functions of the \( q_i \).

By an argument differing in no essential way from that given above, the equations of motion reduce to the following system:

\[
\frac{d}{dt} \left( \frac{\partial T}{\partial \dot{q}_i} \right) - \frac{\partial T}{\partial q_i} = Q_i, \quad i = 1, 2, 3.
\]

(14)

If the motion is defined by a potential function, \( V \), then we have

\[
Q_i = -\frac{\partial V}{\partial q_i}.
\]

(15)

In this case equations (14) take the elegant form:

\[
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}_i} \right) - \frac{\partial L}{\partial q_i} = 0,
\]

(16)

where \( L = T - V \) is the Lagrangian. This is the celebrated formulation of the equations of dynamics as given by Lagrange. It is clearly extended to a system of \( n \) variables without modification.

**Example.** A body of mass \( m \) moves under the attraction of a gravitational force the potential of which is \(-k^2/r\), where \( r \) is the distance from the origin of the gravitational force to the position of the body. Show that the path of the body is a conic section.

**Solution:** It is convenient to use polar coordinates, that is, in terms of generalized coordinates: \( q_1 = r, q_2 = \theta \). Equations (9) thus become

\[
x = q_1 \cos q_2 = r \cos \theta, \quad y = q_1 \sin q_2 = r \sin \theta.
\]

Since polar coordinates form an orthogonal system, we get

\[
T = \frac{1}{2} m (\dot{x}^2 + \dot{y}^2) = \frac{1}{2} m (\dot{r}^2 + r^2 \dot{\theta}^2).
\]
Introducing the potential function, \( V = -mk^2/q_i = -mk^2/r \), we obtain the Lagrangian as follows:

\[
L = T - V = \frac{1}{2} m \left( \dot{r}^2 + r^2 \dot{\theta}^2 + 2k^2/r^2 \right).
\]

When this is substituted in equation (16), the following nonlinear system is obtained:

\[
\dot{r} - r \dot{\theta}^2 = \frac{k^2}{r^2} \frac{d}{dt} \left( r^2 \dot{\theta} \right) = 0. \tag{17}
\]

Integrating the second equation, we get

\[
r^2 \dot{\theta} = h, \tag{18}
\]

where \( h \) is an arbitrary constant.

Introducing \( r = 1/u \), and observing that

\[
\dot{r} = \frac{dr}{dt} = -\frac{1}{u^2} \frac{du}{dt} = -\frac{1}{u^2} \frac{du}{d\theta} \frac{d\theta}{dt} = -h \frac{du}{d\theta},
\]

\[
\ddot{r} = \frac{d^2r}{dt^2} = -h \frac{d}{dt} \left( \frac{du}{d\theta} \right) = -h \frac{d^2u}{d\theta^2} \frac{d\theta}{dt} = -h^2 u^2 \frac{d^2u}{d\theta^2},
\]

we obtain for the first equation of (17) the following:

\[
\frac{d^2u}{d\theta^2} + u = \frac{k^2}{h^2} \tag{19}
\]

From the solution of this equation, namely,

\[
u = \frac{1}{p} \cos(\theta + \omega) + \frac{k^2}{h^2}, \tag{20}
\]

we are able to conclude that \( r \) has the following form:

\[
r = \frac{ep}{1 - e \cos \theta}, \tag{21}
\]

where \( ep = h^2/k^2 \). This is the polar equation of a conic section with origin at the focus. The constant \( p \) is the distance from the focus to the nearest directrix and \( e \) is the eccentricity.

When the orbit is an ellipse, as shown in Figure 4, we have the following relationships:

\[
ep = a(1 - e^2) = b^2/a, \quad a^2e^2 = a^2 - b^2,
\]

where \( 2a \) and \( 2b \) are respectively the major and minor axes of the ellipse.
From equation (18) we obtain:

$$\frac{1}{2} \int r^2 \, d\theta = \frac{1}{2} \hbar \int dt.$$  

If the first integral is taken over a complete cycle, we obtain the area of the ellipse and the value of the second integral is the total period, denoted by $T$, of the motion. Since the area equals $\pi ab = \pi a^{3/2}(e\rho)^{1/2}$, we have

$$h^2 = \frac{4\pi^2 a^3 e\rho}{T^2},$$  \hspace{1cm} (22)

from which one derives the famous harmonic law of Kepler, namely, that the cubes of the mean distances of any two planets from the sun are to each other as the squares of their periods.

7. The Canonical Equations of Hamilton

The equations of dynamics as derived in the preceding section were given a very useful form by Hamilton, who introduced the new variables, $p_1, p_2, \ldots, p_n$, defined as follows:

$$p_i = \frac{\partial T}{\partial q_i}, \quad i = 1, 2, \ldots, n.$$  \hspace{1cm} (1)

If the $q_i$ are the familiar cartesian coordinates, $x, y, z$, and if $T$ is the kinetic energy given by (5) of Section 6, then

$$p_1 = m\dot{x}, \quad p_2 = m\dot{y}, \quad p_3 = m\dot{z},$$

and their sum is the momentum of the system. Hence the $p_i$ defined by (1) are the generalized components of the momentum.

It is now possible to give two forms to the kinetic energy, one as a quadratic form in terms of $q_i$ and the other as a quadratic form in terms of $p_i$. The first of these we shall denote by $T$ and the second
by $T'$. Since both represent the same energy, although expressed in
different variables, we have the obvious identity

$$T = T'. \quad (2)$$

In order to give a simplified discussion of the relationships involved
in these representations, we shall consider $T$ in terms of two variables,
but both the arguments and the results are extensible to $n$ variables.
We thus write,

$$T = A_{11}q_1^2 + 2A_{12}q_1q_2 + A_{22}q_2^2, \quad (3)$$

where the $A_{ij}$ are functions of $q_1$ and $q_2$. We shall further denote the
determinant of the form by $D$, that is, $D = A_{11}A_{22} - A_{12}^2$.
Since $p_i = \partial T/\partial \dot{q}_i$, we have explicitly

$$p_1 = 2(A_{11}q_1 + A_{12}q_2), \quad p_2 = 2(A_{12}q_1 + A_{22}q_2). \quad (4)$$

Solving these equations for $\dot{q}_1$ and $\dot{q}_2$, we get

$$\dot{q}_1 = \frac{1}{2D} (A_{22}p_1 - A_{12}p_2), \quad \dot{q}_2 = \frac{1}{2D} (-A_{12}p_1 + A_{11}p_2). \quad (5)$$

When these values are substituted in (3), we obtain the explicit
form of $T'$ as follows:

$$T' = \frac{1}{4D} (A_{22}p_1^2 - 2A_{12}p_1p_2 + A_{11}p_2^2). \quad (6)$$

From this expression we get our first important result, namely,

$$\frac{\partial T'}{\partial p_1} = \frac{1}{2D} (A_{22}p_1 - A_{12}p_2) = \dot{q}_1, \quad \text{and} \quad \frac{\partial T'}{\partial p_2} = \dot{q}_2. \quad (7)$$

Since this argument is readily extended to $n$ variables, we have in
the general case

$$\dot{q}_i = \frac{\partial T'}{\partial p_i}, \quad i = 1, 2, 3, \ldots, n, \quad (8)$$

Somewhat less direct is the proof of the second fundamental rela-
tionship, namely, that

$$\frac{\partial T'}{\partial q_i} = -\frac{\partial T}{\partial q_i}. \quad (9)$$

To establish this we first observe that $T$ is a homogeneous function
of degree 2 in $\dot{q}_1$ and $\dot{q}_2$. Then by Euler's theorem (Section 4, Chapter
2) we have

$$2T = \dot{q}_1 \frac{\partial T}{\partial \dot{q}_1} + \dot{q}_2 \frac{\partial T}{\partial \dot{q}_2} = \dot{q}_1p_1 + \dot{q}_2p_2. \quad (10)$$
Since by (2) $T = T'$, we can write (10) in the form

$$T' = \dot{q}_1 p_1 + \dot{q}_2 p_2 - T. \tag{11}$$

Taking the derivative of this equation with respect to $q_1$ and observing (1), we get

$$\frac{\partial T'}{\partial q_1} = \frac{\partial \dot{q}_1}{\partial q_1} p_1 + \frac{\partial \dot{q}_2}{\partial q_2} p_2 - \frac{\partial T}{\partial q_1} \frac{\partial \dot{q}_1}{\partial q_1} - \frac{\partial T}{\partial q_1} \frac{\partial \dot{q}_2}{\partial q_2} = -\frac{\partial T}{\partial q_1}. \tag{12}$$

This same argument can be repeated without essential change in the general case and thus we establish (9).

The canonical equations of Hamilton are now readily derived from those of Lagrange given by (14) of Section 6, namely,

$$\frac{d}{dt} \frac{\partial T}{\partial \dot{q}_1} - \frac{\partial T}{\partial q_1} = Q_1. \tag{13}$$

To accomplish this we replace $T$ by $T'$ and note both the definition of $p_i$ and equation (9). We thus obtain the desired equations as follows:

$$\dot{p}_i + \frac{\partial T'}{\partial q_i} = Q_i, \quad q_i = \frac{\partial T'}{\partial p_i}. \tag{14}$$

If the motion is determined by a potential function, $V$, then a very elegant form can be given to these equations by introducing the Hamiltonian function,

$$H = T' + V. \tag{15}$$

Since $Q = -\frac{\partial V}{\partial q_i}$ and since $V$ is independent of $p_i$, equations (14) can be written as follows:

$$\frac{dp_i}{dt} = -\frac{\partial H}{\partial q_i}, \quad \frac{dq_i}{dt} = \frac{\partial H}{\partial p_i}. \tag{16}$$

Example 1. We shall derive the equations of motion of a body of mass $m$ moving under the attraction of a gravitational force, using the Hamiltonian theory.

Solution: Referring to the example of Section 6, we have $q_1 = r$, $q_2 = \theta$, $V = -mk^2/q_1 = -mk^2/r$, and

$$T = \frac{1}{2} m(\dot{r}^2 + r^2 \dot{\theta}^2).$$

Computing $p_i$ from (1), we find $p_1 = m\dot{r}$, $p_2 = mr^2 \dot{\theta}$, and thus

$$T' = \frac{1}{2m} (p_1^2 + p_2^2/r^2).$$
The Hamiltonian then becomes:

\[ H = \frac{1}{2m} (p_1^2 + p_2^2/r^2) - mk^2/r. \]

When this is substituted in (16), the following equations result:

\[ \frac{dp_1}{dt} = \frac{p_2^2}{mr^3} - mk^2/r^2, \quad \frac{dp_2}{dt} = 0, \]

which, when the values of \( p_i \) are substituted, reduce to equations (17) of Section 6.

**Example 2.** The derivation of the equation of the simple pendulum by the use of the Hamiltonian is as follows:

If we set \( m = 1 \), let \( L \) equal the length of the pendulum, and write \( q = \theta \), then from Figure 5 we have as the component of the force in the direction \( BM \) the quantity \( g \sin \theta = g \sin q \), and hence as the potential energy the function \( V = -gL \cos q \).

Since \( x = L \cos \theta \), \( y = L \sin \theta \), we have

\[ T = \frac{1}{2} (\dot{x}^2 + \dot{y}^2) = \frac{1}{2} L^2 \dot{\theta}^2 = \frac{1}{2} L^2 \dot{q}^2, \]

from which we get: \( p = L^2 \dot{q} \), and thus \( T' = \frac{1}{2} p^2 L^{-2} \).

The Hamiltonian then has the value

\[ H = \frac{1}{2} p^2 L^{-2} - gL \cos q. \]
When this function is introduced into (16), we obtain

\[ \frac{dp}{dt} = -gL \sin q, \quad \frac{dq}{dt} = pL - q, \]

from which we obtain the desired equation:

\[ \frac{d^2q}{dt^2} = -\frac{g}{L} \sin q, \quad \text{that is,} \quad \frac{d^2\theta}{dt^2} = -\frac{g}{L} \sin \theta. \]

**PROBLEMS**

1. A particle acted upon by gravity is constrained to move on the surface of a fixed sphere of radius \( R \). This is the case if the particle is suspended from a fixed point by a weightless, inextensible string and allowed to swing freely in any direction. Such a system is called a spherical pendulum. If the mass of the particle is \( m \) and if its position in spherical coordinates is \( (\theta, \phi, \phi) \), show that \( T \) and \( V \) have the following values:

\[ T = \frac{1}{2} m R^2 (\dot{\theta}^2 + \sin^2 \phi \dot{\phi}^2), \quad V = -mgR \cos \theta. \]

Show that the equations of motion are the following:

\[ \ddot{\theta} - \frac{\hbar^2}{\sin \theta} \cot \theta \csc^2 \theta \dot{\theta}^2 + \frac{g}{r} \sin \theta = 0, \quad \sin^2 \phi = \eta. \]

2. Given the data of Problem 1, compute the Hamiltonian and from it derive the equations of motion.

3. A particle of mass \( m \) moves on the surface of an inverted cone of revolution. If the coordinates of the particle are \( (r, \phi) \) and \( \alpha \) is the angle between the axis of the cone and its elements, show that

\[ T = \frac{1}{2} m (\dot{r}^2 + \sin^2 \alpha r^2 \dot{\phi}^2), \quad V = mg \cos \alpha r. \]

Find the equations of motion.


5. The surface of a stretched elastic membrane is defined by the equation:

\[ z = z(x, y). \]

Show that the differential equation for small oscillations of the membrane is the following:

\[ \frac{\partial^2 z}{\partial \tau^2} = k^2 \left( \frac{\partial^2 z}{\partial x^2} + \frac{\partial^2 z}{\partial y^2} \right). \]

**Hint:** \( V = a \iint (1 + q^2 + q^4)^{1/2} \, dx \, dy - A \), where \( A = \iint dx \, dy \) is the area of the membrane at rest.
Chapter 15

The Numerical Integration of Nonlinear Equations

1. Introduction

As has been abundantly observed in preceding pages of this work, the solution of many types of nonlinear equations in a closed analytical form is not possible. The range of available functions is much too limited and many equations are intractable to the usual devices of analysis. In fact, most nonlinear equations define new functions, whose properties have not been explored nor for which tables exist. But the demands of applied science has made it necessary to obtain some insight into the nature of solutions, subject to prescribed boundary conditions. This insight usually takes the form of numerical and graphical representations of the functions.

In large laboratories at the present time there exist various machines which, with proper assistance, can achieve a graphical or a numerical description of functions defined by a broad class of nonlinear equations. One class of such machines includes what are called analogue computers. The mechanical type is generally referred to as a differential analyzer. Both types perform similar functions of graphically integrating differential equations. When applied to the solution of a differential equation of second order, for example, analogue computers will trace the solving function, such derivatives as may be desired, and also the trajectories in phase-space.

The second class of machines includes what are called digital computers, which are used for the solution of equations where numerical tables of the functions are desired. Ordinary desk calculators belong to this class. An astonishing development has taken place in recent years in the construction of such machines, with built-in memory units and rapid recording devices. These devices have enabled mathematicians to solve numerical problems which were hitherto far beyond their powers. Two types are in common use, the IBM computers which operate from punched cards and the UNIVAC computers which use tape. The operation of such machines, however, is very expensive and requires a staff of trained men to program or code problems submitted to them.

In the numerical solution of differential equations the method of finite integration in one of its several forms has been, for the most part, the favorite tool of computers. It is based essentially upon the
theory of the Picard algorithm, which we have described in Chapter 4. As the reader will recall, this theory depends upon the evaluation of a sequence of integrals and thus is admirably adapted to methods of finite integration.

In this book, however, we have found the method of *continuous analytic continuation* to be admirably suited to the computation of the solution of nonlinear equations. As we have shown in Chapter 9, it is based upon the existence theory of Cauchy's calculus of limits and involves only a few derivatives of the functions involved. Its flexibility, its ready adaptation to mechanical computers, and the fact that its application is not limited to real segments, but may be extended to the evaluation of solutions over paths in the complex plane, make it a method of unusual power.

Since an adequate description of continuous analytic continuation has already been given, we shall limit our discussion in this chapter to the method of finite integration. Since this depends upon the *calculus of finite differences*, we shall give a brief description of this subject and will then describe several of the important adaptations of it to the integration of differential equations.

### 2. The Calculus of Finite Differences

The calculus of finite differences begins with the definition of the difference of a function $f(x)$, denoted by $\Delta f(x)$, or simply $\Delta f$. By this symbol we mean

$$\Delta f(x) = f(x + d) - f(x),$$

where $d$ is the difference interval.

By the second difference, denoted by $\Delta^2 f(x)$, we mean the difference of $\Delta f(x)$, that is,

$$\Delta^2 f(x) = \Delta[\Delta f(x)] = f(x + 2d) - f(x + d) + f(x);$$

and by the $n$th difference, denoted by $\Delta^n f(x)$, the quantity

$$\Delta^n f(x) = \Delta[\Delta^{n-1} f(x)] = f(x + nd) - nC_1 f[x + (n-1)d] + nC_2 f[x + (n-2)d] + \ldots \pm f(x),$$

where $nC_1 = n$, $nC_2 = \frac{1}{2} n(n-1)$, etc., are the binomial coefficients.

It is often useful also to employ the symbol: $E = 1 + \Delta$, since we have

$$Ef(x) = (1 + \Delta)f(x) = f(x + d),$$

(4)
and by a simple generalization,

\[ E^p f(x) = (1 + \Delta)^p f(x) = f(x + pd). \]  \(5\)

If the term \((1 + \Delta)^p\) is developed by the binomial theorem, we obtain the following important expansion of \(f(x + pd)\) known as the Gregory-Newton series:

\[ f(x + pd) = f(x) + p\Delta f(x) + \frac{p(p-1)}{2!} \Delta^2 f(x) + \frac{p(p-1)(p-2)}{3!} \Delta^3 f(x) + \ldots . \]  \(6\)

In applying this and other formulas to numerical approximation the following table of differences is to be used:

<table>
<thead>
<tr>
<th>Argument</th>
<th>Tabular Value</th>
<th>(\Delta)</th>
<th>(\Delta^2)</th>
<th>(\Delta^3)</th>
<th>(\Delta^4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x - 3d)</td>
<td>(f(x - 3d))</td>
<td>(\Delta f(x - 3d))</td>
<td>(\Delta^2 f(x - 4d))</td>
<td>(\Delta^3 f(x - 4d))</td>
<td>(\Delta^4 f(x - 5d))</td>
</tr>
<tr>
<td>(x - 2d)</td>
<td>(f(x - 2d))</td>
<td>(\Delta f(x - 2d))</td>
<td>(\Delta^2 f(x - 3d))</td>
<td>(\Delta^3 f(x - 3d))</td>
<td>(\Delta^4 f(x - 4d))</td>
</tr>
<tr>
<td>(x - d)</td>
<td>(f(x - d))</td>
<td>(\Delta f(x - d))</td>
<td>(\Delta^2 f(x - 2d))</td>
<td>(\Delta^3 f(x - 2d))</td>
<td>(\Delta^4 f(x - 3d))</td>
</tr>
<tr>
<td>(x)</td>
<td>(f(x))</td>
<td>(\Delta f(x))</td>
<td>(\Delta^2 f(x - d))</td>
<td>(\Delta^3 f(x - d))</td>
<td>(\Delta^4 f(x - 2d))</td>
</tr>
<tr>
<td>(x + d)</td>
<td>(f(x + d))</td>
<td>(\Delta f(x + d))</td>
<td>(\Delta^2 f(x))</td>
<td>(\Delta^3 f(x))</td>
<td>(\Delta^4 f(x - d))</td>
</tr>
<tr>
<td>(x + 2d)</td>
<td>(f(x + 2d))</td>
<td>(\Delta f(x + 2d))</td>
<td>(\Delta^2 f(x + d))</td>
<td>(\Delta^3 f(x + d))</td>
<td>(\Delta^4 f(x))</td>
</tr>
<tr>
<td>(x + 3d)</td>
<td>(f(x + 3d))</td>
<td>(\Delta f(x + 3d))</td>
<td>(\Delta^2 f(x + 2d))</td>
<td>(\Delta^3 f(x + 2d))</td>
<td>(\Delta^4 f(x + d))</td>
</tr>
</tbody>
</table>

From this array we see that the differences which appear in expansion (6) are the diagonal differences underlined in the table. As an example of its application, let us consider the following numerical values from which we wish to compute \(\log \Gamma(1.0464)\):

<table>
<thead>
<tr>
<th>(x)</th>
<th>(\log \Gamma(x))</th>
<th>(\Delta)</th>
<th>(\Delta^2)</th>
<th>(\Delta^3)</th>
<th>(\Delta^4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.046</td>
<td>9.989 208 037 866</td>
<td>-218 546 228</td>
<td>666 252</td>
<td>-922</td>
<td>4</td>
</tr>
<tr>
<td>1.047</td>
<td>9.988 989 491 640</td>
<td>-217 877 974</td>
<td>667 330</td>
<td>-918</td>
<td></td>
</tr>
<tr>
<td>1.048</td>
<td>9.988 771 613 666</td>
<td>-217 210 644</td>
<td>656 412</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.049</td>
<td>9.988 554 403 022</td>
<td>-216 544 232</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.050</td>
<td>9.988 337 858 790</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


Since \( p = 0.4 \), we substitute this value and the following differences in equation (6):
\[
\Delta = -0.3 \quad 212 \quad 546 \quad 226, \quad \Delta^2 = 0.6 \quad 668 \quad 252,
\]
\[
\Delta^3 = -0.9 \quad 922, \quad \Delta^4 = 0.11 \quad 4,
\]
where the number in parentheses indicates the number of zeros between the decimal point and the first significant figure. We thus obtain the desired value:
\[
\log \Gamma(1.0464) = 9.989 \quad 208 \quad 037 \quad 866 - 0.4 \quad 87 \quad 418 \quad 490 - 0.7 \quad 80 \quad 190
\]
- 0.10 \quad 58,
\]
= 9.989 \quad 120 \quad 539 \quad 128.

It is sometimes desirable, especially in the numerical approximation of differential equations, to obtain values from a formula expressed in backward differences, instead of forward differences as just illustrated. This is the case, for example, when one is extrapolating at the end of a table, where forward differences are not available.

A useful formula of this type is obtained by adapting the Gregory-Newton formula given in (6). We thus obtain the following:
\[
f(x + pd) = f(x) + p \Delta f(x-1) + \frac{p(p+1)}{2!} \Delta^2 f(x-2)
\]
\[
+ \frac{p(p+1)(p+2)}{3!} \Delta^3 f(x-3) + \ldots \quad (7)
\]
To illustrate the application of this formula, let us consider the table of \( \log \Gamma(x) \) given above from which we are to compute the value of \( \log \Gamma(1.051) \).

In this case \( p = 1 \) and we have the differences:
\[
\Delta = -0.3 \quad 216 \quad 544 \quad 232, \quad \Delta^2 = 0.6 \quad 666 \quad 412,
\]
\[
\Delta^3 = -0.9 \quad 918, \quad \Delta^4 = 0.11 \quad 4.
\]
Substituting in formula (7), we then obtain:
\[
\log \Gamma(1.051) = 9.988 \quad 337 \quad 858 \quad 790 - 0.3 \quad 216 \quad 544 \quad 232 - 0.9 \quad 918 + 0.114,
\]
\]
= 9.988 \quad 121 \quad 980 \quad 056,
which is in error by only four units in the last place.

3. Differences and Derivatives

The calculus of finite differences provides a convenient method by means of which differences of a function can be expressed in terms of its derivatives, and conversely. We shall denote successive derivatives by the following symbols: \( D, D^2, D^3 \), etc.
To establish the desired relationships, let us first write Taylor's expansion of \( f(x) \) in the following way:

\[
Ef(x) = f(x + d) = f(x) + df'(x) + \frac{d^2}{2!}f''(x) + \ldots,
\]

\[
= \left(1 + D + \frac{d^2}{2} D^2 + \ldots\right) f(x) = e^{dD} f(x).
\]  

From this we get the following symbolic relationship between \( E \) and \( D \):

\[
E = e^{dD}.
\]  

Since we have by definition: \( \Delta = E - 1 \), we can then write

\[
\Delta^n = (E - 1)^n,
\]

from which, by means of (2), we obtain the following symbolic expansion:

\[
\Delta^n = (e^{dD} - 1)^n, = \left[ e^{ndD} - ne^{(n-1)dD} + \frac{n(n-1)}{2!} e^{(n-2)dD} - \ldots \pm 1 \right].
\]  

We now let \( n = 1, 2, 3, \text{ etc. } \) successively, and expand the resulting functions as power series in \( D \). When we apply the resulting operators to \( f(x) \), we obtain the following explicit expansions:

\[
\Delta f = d \left[ f' + \frac{d}{2!}f'' + \frac{d^2}{3!}f^{(3)} + \frac{d^3}{4!}f^{(4)} + \frac{d^4}{5!}f^{(5)} + \ldots \right],
\]

\[
\Delta^2 f = d^2 \left[ f'' + df^{(3)} + \frac{7}{12} d^2 f^{(4)} + \frac{1}{4} d^3 f^{(5)} + \frac{31}{360} d^4 f^{(6)} + \ldots \right],
\]

\[
\Delta^3 f = d^3 \left[ f^{(3)} + \frac{3}{2} df^{(4)} + \frac{5}{4} d^2 f^{(5)} + \frac{3}{4} d^3 f^{(6)} + \frac{903}{2520} d^4 f^{(7)} + \ldots \right],
\]

\[
\Delta^4 f = d^4 \left[ f^{(4)} + 2df^{(5)} + \frac{13}{5} d^2 f^{(6)} + \frac{5}{3} d^3 f^{(7)} + \frac{81}{80} d^4 f^{(8)} + \ldots \right],
\]

\[**\]

It is possible similarly to express derivatives in terms of differences. To achieve this, we solve equation (2) for \( dD \) and thus obtain

\[
dD = \log (1 + \Delta),
\]

\[
= \Delta - \frac{1}{2} \Delta^2 + \frac{1}{3} \Delta^3 - \frac{1}{4} \Delta^4 + \ldots
\]
The $n$th derivative is then given symbolically by the following equation:
\[ d^nD^n = [\log (1+\Delta)]^n = \left[ \Delta - \frac{1}{2} \Delta^2 + \frac{1}{3} \Delta^3 - \frac{1}{4} \Delta^4 + \cdots \right]^n. \] (7)

As before we let $n=1, 2, 3$, etc. successively. The right-hand member of (7) is expanded as a power series in $\Delta$, and the resulting operators applied to $f(x)$. The following explicit expansions are then obtained:
\[ f'(x) = \frac{1}{d} \left[ \Delta f(x) - \frac{1}{2} \Delta^2 f(x) + \frac{1}{3} \Delta^3 f(x) - \frac{1}{4} \Delta^4 f(x) + \frac{1}{5} \Delta^5 f(x) - \cdots \right], \]
\[ f''(x) = \frac{1}{d^2} \left[ \Delta^2 f(x) - \Delta^3 f(x) + \frac{11}{12} \Delta^4 f(x) - \frac{5}{6} \Delta^5 f(x) + \cdots \right], \]
\[ f'''(x) = \frac{1}{d^3} \left[ \Delta^3 f(x) - \frac{3}{2} \Delta^4 f(x) + \frac{7}{4} \Delta^5 f(x) - \cdots \right], \]
\[ f^{(4)}(x) = \frac{1}{d^4} \left[ \Delta^4 f(x) - 2 \Delta^5 f(x) + \cdots \right]. \] (8)

As an example of the application of formulas (8), we shall compute the first two derivatives of $\log \Gamma(1.046)$ from the table given in Section 2. Since we have
\[ \frac{d}{dx} \log_{10} \Gamma(x) = \frac{d}{dx} M \log_x \Gamma(x) = M \Psi(x), \]
where $M = 0.43429 44819$ is the modulus and $\Psi(x) = \Gamma'(x)/\Gamma(x)$ is the psi function, and since also
\[ \frac{d^2}{dx^2} \log_{10} \Gamma(x) = M \Psi'(x), \]
the exact values to 10 places of the first two derivatives of $\log \Gamma(x)$ at $x = 1.046$ are found from tables of $\Psi(x)$ and $\Psi'(x)$ to equal respectively $-0.21888 06595$ and $0.66917 53958$.

Making use of the differences in the table of $\log \Gamma(x)$, we thus compute
\[ \frac{d}{dx} \log \Gamma(x) = 1000[-0.3(3) 218 546 226 -0.6(3) 334 126 -0.9(3) 307 \]
\[ -0.1(1)1], \]
\[ = -0.218 880 660. \]
Similarly, for the second derivative of \( \log \Gamma(x) \), we obtain

\[
\frac{d^2}{dx^2}\log \Gamma(x) = 10^6[0.6)668 \ 252 + 0.9 \ 992 + 0.11 \ 4],
\]

\[= 0.669 \ 178.\]

One should observe from these computations how rapidly the number of significant figures reduces in converting from differences to derivatives.

4. Integration Formulas

A number of integration formulas are available for the evaluation of an integral, which it will be convenient to write in the form:

\[
I = \frac{1}{d} \int_x^{x+pd} f(t)dt. \tag{1}
\]

The most common method of numerical integration makes use of the Euler-Maclaurin formula, which can be written as follows: *

\[
\frac{1}{d} \int_x^{x+pd} f(t)dt = \sum_{n=0}^{p} f(x+nd) - \frac{1}{2} [f(x) + f(x+pd)] - \frac{d}{12} [f'(x+pd) - f'(x)]
\]

\[+ \frac{d^3}{720} [f^{(3)}(x+pd) - f^{(3)}(x)] - \frac{d^5}{30240} [f^{(5)}(x+pd) - f^{(5)}(x)]
\]

\[+ \frac{d^7}{1209600} [f^{(7)}(x+pd) - f^{(7)}(x)] - \frac{d^9}{47900160} [f^{(9)}(x+pd) - f^{(9)}(x)]
\]

\[+ f^{(9)}(x) + \ldots + (-1)^n \frac{B_n^2}{2n} \frac{d^2 x^{n-1}}{(2n)!} [f^{(2n-1)}(x+pd) - f^{(2n-1)}(x)] + R_n, \tag{2}
\]

where \( B_n \) is the \( n \)th Bernoulli number, the first six of which are given below:

\[B_1 = 1/6, \ B_2 = 1/30, \ B_3 = 1/42, \ B_4 = 1/30, \ B_5 = 5/66, \ B_6 = 691/2730, \ldots.\]

These numbers appear in the following expansion:

\[
\frac{t}{e^t-1} = 1 - \frac{t}{2} + \frac{B_1 t^2}{2!} - \frac{B_2 t^4}{4!} + \frac{B_3 t^6}{6!} - \frac{B_4 t^8}{8!} + \ldots, \tag{3}
\]

which is related to equation (1) through the operational identity

\[
\Delta^{-1} = \frac{1}{e^p-1} = D^{-1} - \frac{1}{2} + \frac{B_1 D}{2!} - \frac{B_2 D^3}{4!} + \ldots, \tag{4}
\]

*This formula was discovered independently by L. Euler and C. Maclaurin between 1730 and 1740. Euler's work was published in Comm. Acad. Sci. Petrop., Vol. 6, 1738, p. 68, and Maclaurin's in his Treatise of Fluxions, 1742, p. 672.
where $\Delta^{-1}$ is equivalent to the summation symbol $\Sigma$ and $D^{-1}$ is equivalent to the symbol for integration.

The remainder term $R_n$ in equation (2) is bounded by the following inequality:

$$\left| R_n \right| < \frac{p}{(2n+2)!} d^{2n+2} f^{(2n+2)}(\xi), \quad (5)$$

where $\xi$ is some value between $x$ and $x+pd$.

The derivation of formula (2) will not be given here since it can be found in any work on the calculus of finite differences.

A second very useful form of the Euler-Maclaurin formula is obtained if derivatives in (2) are replaced by differences. In this case, the resulting integration is called the Gregory formula.* It appears in the following expansion:

$$\int_x^{x+pd} f(t) dt = \sum_{n=0}^{p} f(x + nd) - \frac{1}{2} [f(x) + f(x + pd)] - \frac{1}{12} \left\{ \Delta f(x + (p-1)d) - \Delta f(x) \right\} - \frac{1}{24} \left\{ \Delta^2 f(x + (p-2)d) + \Delta^2 f(x) \right\} - \frac{19}{720} \left\{ \Delta^3 f(x + (p-3)d) - \Delta^3 f(x) \right\} - \frac{3}{160} \left\{ \Delta^4 f(x + (p-4)d) + \Delta^4 f(x) \right\} - \frac{863}{60480} \left\{ \Delta^5 f(x + (p-5)d) - \Delta^5 f(x) \right\} - \frac{275}{24192} \left\{ \Delta^6 f(x + (p-6)d) + \Delta^6 f(x) \right\} + R_n. \quad (6)$$

The numbers which appear as multipliers of the various terms are called logarithmic numbers, since they are obtained from the expansion

$$\frac{t}{\log (1+t)} = 1 + \frac{1}{2} t - \frac{1}{12} t^2 + \frac{1}{24} t^3 - \frac{19}{720} t^4 + \ldots, \quad (7)$$

which is related to formula (6) by the operational identity

$$\frac{1}{D} = \log (1+\Delta)^{-1} = \frac{1}{\Delta} \frac{1}{2} \frac{1}{12} \frac{1}{24} \Delta + \frac{1}{24} \Delta^2 - \ldots, \quad (8)$$

where $1/D$ is equivalent to the symbol for integration and $1/\Delta$ is equivalent to the summation symbol $\Sigma$.

No proof will be given for the Gregory formula since this can be found in treatises on the calculus of finite differences. Nor will the explicit form for $R_n$ be stated, since this is relatively complicated and

---

*This formula was announced by James Gregory (1638-75) in a letter to John Collins in 1670. See Rigaud's Correspondence, Vol. 2, p. 209.
in applications of (6) the convergence of the process is assured if the
differences are sufficiently small. The application of the two for-

mulas can be illustrated simply by means of the following table of
values:

<table>
<thead>
<tr>
<th>z</th>
<th>( f(x)=x^3 )</th>
<th>( \Delta )</th>
<th>( \Delta^2 )</th>
<th>( \Delta^3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>1.000</td>
<td>0.331</td>
<td>0.066</td>
<td>0.006</td>
</tr>
<tr>
<td>1.1</td>
<td>1.331</td>
<td>0.397</td>
<td>0.072</td>
<td>0.006</td>
</tr>
<tr>
<td>1.2</td>
<td>1.728</td>
<td>0.469</td>
<td>0.078</td>
<td>0.006</td>
</tr>
<tr>
<td>1.3</td>
<td>2.197</td>
<td>0.547</td>
<td>0.084</td>
<td></td>
</tr>
<tr>
<td>1.4</td>
<td>2.744</td>
<td>0.631</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>3.375</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Total \( S = 12.375 \).

To compute the integral,
\[
I = \int_{1.0}^{1.5} f(x) \, dx,
\]
by means of (1) we first find:

\( f'(1.5) = 6.75 \), \( f''(1.5) = 9.0 \), \( f'''(1.5) = 6 \); \( f'(1) = 3 \), \( f''(1) = 6 \), \( f'''(1) = 6 \).

Substituting these values in (2), observing that \( p = 5 \) and \( d = 0.1 \),
we get
\[
I = \int_{1.0}^{1.5} f(x) \, dx = 0.1 \left[ 12.375 - \frac{1}{2} (1.000 + 3.375) - \frac{0.1}{12} (6.75 - 3.00) \right],
\]
\[
= 0.1 (12.375 - 2.1875 - 0.03125) = 1.015625,
\]
which is exact.

Similarly, making use of formula (6) and observing that the dif-
fferences which enter the calculation are the diagonal differences at
the beginning of the table, namely, 0.331, 0.066, 0.006, and the back-
ward differences at the end of the table, namely, 0.631, 0.084, 0.006,
we readily compute:
\[
I = \int_{1.0}^{1.5} f(x) \, dx = 0.1 \left[ 12.375 - \frac{1}{2} (1.000 + 3.375) - \frac{1}{12} (0.631 - 0.331) - \frac{1}{24} (0.084 + 0.066) \right],
\]
\[
= 0.1 (12.375 - 2.1875 - 0.025 - 0.00625) = 1.015625.
\]
Another useful integration formula is obtained by the direct integration of the Gregory-Newton series. Thus, referring to formula (6) of Section 2, we write the Gregory-Newton series with a slight change in notation as follows:

\[ f(x+td) = f(x) + t\Delta f(x) + \frac{t(t-1)}{2!} \Delta^2 f(x) + \ldots. \]

Integrating this series with respect to \( t \), we then obtain

\[
\int_0^p f(x+td) \, dt = \frac{1}{d} \int_z^{z+pd} f(s) \, ds = \eta_0(p)f(x) + \eta_1(p)\Delta f(x) + \frac{\eta_2(p)}{2!} \Delta^2 f(x) + \ldots,
\]

where we use the abbreviations:

\[
\eta_0(p) = p, \quad \eta_1(p) = \int_0^p t \, dt, \quad \eta_2(p) = \int_0^p t(t-1) \, dt, \ldots,
\]

\[
\eta_n(p) = \int_0^p t(t-1)(t-2) \ldots (t-n+1) \, dt
\]

A few of these polynomials are given below as follows:

\[
\eta_0(p) = p, \quad \eta_1(p) = \frac{1}{2} p^2, \quad \eta_2(p) = \frac{1}{6} p^3(2p-3), \quad \eta_3(p) = \frac{1}{4} p^2(p-2)^2,
\]

\[
\eta_4(p) = \frac{1}{30} p^3(6p^3-45p^2+110p-90), \quad \eta_5(p) = \frac{1}{12} p^2(p-4)^2(2p^2-8p+9),
\]

\[
\eta_6(p) = \frac{1}{84} (12p^5-210p^4+1428p^3-4725p^2+7672p-5040).
\]

Another formula, similar to (9), is obtained by the direct integration of the Gregory-Newton formula expressed in terms of backward differences. Thus, referring to formula (7) of Section 2, we write it with a slight change in notation as follows:

\[ f(x+td) = f(x) + t\Delta f(x-1) + \frac{t(t+1)}{2!} \Delta^2 f(x-2) + \ldots. \]

If we integrate this expansion, we obtain the following formula:

\[
\int_0^p f(x+td) \, dt = \frac{1}{d} \int_z^{z+pd} f(s) \, ds = -\eta_0(-p)f(x) + \eta_1(-p)\Delta f(x-1)
\]

\[
- \frac{\eta_2(-p)}{2!} \Delta^2 f(x-2) + \ldots,
\]

where \( \eta_n(p) \) are the functions which appear in (9).
As an example of the application of formula (9) we shall compute the value of the integral,

\[ I = \int_{1.0}^{1.5} f(x) \, dx, \]

where \( f(x) = x^3 \), making use of the table given earlier in this section.

Since we have \( d = 0.1, p = 5 \), we first compute the following values:

\[ \eta_0(5) = 5, \quad \eta_1(5) = 12.5, \quad \eta_2(5) = \frac{175}{6}, \quad \eta_3(5) = \frac{225}{4}. \]

Substituting these values in (9), we then obtain

\[ \int_{1.0}^{1.5} f(x) \, dx = 0.1 \left( 5 + 4.1375 + 0.9625 + 0.05625 \right) = 1.015625. \]

The usefulness of formula (12) in computing integrals over a range of untabulated values is illustrated by the evaluation of the integral

\[ I = \int_{1.5}^{2.0} f(x) \, dx, \]

where \( f(x) = x^3 \), and where we make use of the values tabulated in the table given earlier in this section over the range between \( x = 1.0 \) and \( x = 1.5 \).

Observing that \( d = 0.1 \) and \( p = 5 \), we first compute,

\[ \eta_0(-5) = -5, \quad \eta_1(-5) = 12.5, \quad \eta_2(-5) = -\frac{325}{6}, \quad \eta_3(-5) = \frac{1225}{4}. \]

When these values are substituted in (12), we find

\[ \int_{1.5}^{2.0} f(x) \, dx = 0.1 \left( 16.875 + 7.8875 + 2.275 + 0.30625 \right) = 2.734375, \]

which is the exact value of the integral.

Since it is often useful in the application of formula (12) to integrate over one interval at a time, we give the expansion for \( p = 1 \) below as follows:

\[ \int_0^1 f(x + td) \, dt = \frac{1}{d} \int_x^{x+d} f(s) \, ds \]

\[ = f(x) + \frac{1}{2} \Delta f(x-1) + \frac{5}{12} \Delta^2 f(x-2) + \frac{3}{8} \Delta^3 f(x-3) \]

\[ + \frac{251}{720} \Delta^4 f(x-4) + \frac{95}{288} \Delta^5 f(x-5) + \frac{19087}{60480} \Delta^6 f(x-6) + \ldots \]

\( (13) \)
Various relatively simple formulas can be obtained from formula (6) by specialization of the constants involved. We shall illustrate this by deriving the well-known Simpson one-third rule.*

If we assume that \( p = 2 \) and that third differences are constant, then formula (6) reduces as follows:

\[
\frac{1}{d} \int_{x}^{x+2d} f(t)dt = f(x) + f(x+d) + f(x+2d) - \frac{1}{2} f[(x) + f(x+2d)] \\
- \frac{1}{12} [\Delta f(x+d) - \Delta f(x)] - \frac{1}{12} \Delta^2 f(x), \\
= f(x) + f(x+d) + f(x+2d) - \frac{1}{2} [f(x) + f(x+2d)] \\
- \frac{1}{12} [f(x+2d) - 2f(x+d) + f(x)] \\
- \frac{1}{12} [f(x+2d) - 2f(x+d) + f(x)].
\]

\[
= \frac{1}{3} f(x) + \frac{4}{3} f(x+d) + \frac{1}{3} f(x+2d). \\
\]

(14)

For example, if \( d = 0.2 \) and \( x = 1.0 \) we have

\[
\int_{1.0}^{1.4} x^3dx = 0.2 \times \frac{1}{3} (1.000 + 4 \times 1.728 + 2.744) = 0.7104,
\]

which is exact.

5. An Illustrative Example

For purposes of illustration of the methods of solving differential equations, which are to be given in subsequent sections of this chapter, we shall consider the equation

\[
\frac{dy}{dx} = xy(y-2),
\]

(1)

*This is named after Thomas Simpson (1710–61), who stated his formula in 1743, although it appears to have been given first by F. B. Cavaleri (1598–1647) in 1639 and later by James Gregory in 1668.
the solution of which is to be obtained subject to the initial conditions that \( y_0 = 1 \) when \( x_0 = 0 \).

The solution of this equation has already been developed in Chapter 4 as a power series in \( x \) by means of the calculus of limits and the method of successive approximations.

In the second method, as will be recalled from Section 3 of Chapter 4, we began with the approximate solution:

\[
y_1 = y_0 + \int_{x_0}^{x} f(x, y_0) \, dx,
\]

and obtained in succession \( y_2, y_3, y_4, \) etc. by letting \( n = 1, 2, 3, \) etc., in the equation:

\[
y_{n+1} = y_0 + \int_{x_0}^{x} f(x, y_n) \, dx.
\]

In this manner four approximations were obtained of which \( y_4 \) was found to have the following expansion:

\[
y_4 = 1 - \frac{x^2}{2} + \frac{x^6}{24} - \frac{x^{10}}{240} + \frac{17x^{14}}{40320} - \ldots
\]

This approximation is exact to the last term as one can verify with some difficulty by expanding as a power series the solution of the differential equation, namely, the function:

\[
y = \frac{2}{1 + e^{x^2}}.
\]

For purposes of illustration it will be convenient to have the accompanying table in which are recorded to ten decimal accuracy the values of the solution over the range \( x = 0.00 \) to \( x = 1.00 \) at intervals of 0.02, together with the corresponding values of the function: \( y' = f(x, y) = xy(y - 2) \) and its differences.
<table>
<thead>
<tr>
<th>x</th>
<th>y = xy(y - 2)</th>
<th>Δ−Δ</th>
<th>Δ²</th>
<th>Δ³</th>
<th>Δ⁴</th>
<th>Δ⁵</th>
<th>Δ⁶</th>
<th>Δ⁷</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.0000</td>
<td>0.0000</td>
<td>1.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.02</td>
<td>0.019999</td>
<td>99992</td>
<td>1999</td>
<td>99992</td>
<td>240</td>
<td>1200</td>
<td>1999</td>
<td>99992</td>
</tr>
<tr>
<td>0.04</td>
<td>0.039999</td>
<td>97478</td>
<td>1460</td>
<td>97478</td>
<td>4600</td>
<td>2460</td>
<td>97478</td>
<td>97478</td>
</tr>
<tr>
<td>0.06</td>
<td>0.059999</td>
<td>95064</td>
<td>10560</td>
<td>95064</td>
<td>67904</td>
<td>39656</td>
<td>95064</td>
<td>95064</td>
</tr>
<tr>
<td>0.08</td>
<td>0.079999</td>
<td>92650</td>
<td>60000</td>
<td>92650</td>
<td>67904</td>
<td>39656</td>
<td>92650</td>
<td>92650</td>
</tr>
<tr>
<td>0.10</td>
<td>0.099999</td>
<td>90256</td>
<td>60000</td>
<td>90256</td>
<td>67904</td>
<td>39656</td>
<td>90256</td>
<td>90256</td>
</tr>
<tr>
<td>0.12</td>
<td>0.119999</td>
<td>87862</td>
<td>63333</td>
<td>87862</td>
<td>67904</td>
<td>39656</td>
<td>87862</td>
<td>87862</td>
</tr>
<tr>
<td>0.14</td>
<td>0.139999</td>
<td>85468</td>
<td>45666</td>
<td>85468</td>
<td>67904</td>
<td>39656</td>
<td>85468</td>
<td>85468</td>
</tr>
<tr>
<td>0.16</td>
<td>0.159999</td>
<td>83070</td>
<td>31200</td>
<td>83070</td>
<td>67904</td>
<td>39656</td>
<td>83070</td>
<td>83070</td>
</tr>
<tr>
<td>0.18</td>
<td>0.179999</td>
<td>80672</td>
<td>22000</td>
<td>80672</td>
<td>67904</td>
<td>39656</td>
<td>80672</td>
<td>80672</td>
</tr>
<tr>
<td>0.20</td>
<td>0.199999</td>
<td>78274</td>
<td>15000</td>
<td>78274</td>
<td>67904</td>
<td>39656</td>
<td>78274</td>
<td>78274</td>
</tr>
<tr>
<td>0.22</td>
<td>0.219999</td>
<td>75876</td>
<td>10000</td>
<td>75876</td>
<td>67904</td>
<td>39656</td>
<td>75876</td>
<td>75876</td>
</tr>
<tr>
<td>0.24</td>
<td>0.239999</td>
<td>73478</td>
<td>7000</td>
<td>73478</td>
<td>67904</td>
<td>39656</td>
<td>73478</td>
<td>73478</td>
</tr>
<tr>
<td>0.26</td>
<td>0.259999</td>
<td>71080</td>
<td>4900</td>
<td>71080</td>
<td>67904</td>
<td>39656</td>
<td>71080</td>
<td>71080</td>
</tr>
<tr>
<td>0.28</td>
<td>0.279999</td>
<td>68682</td>
<td>3900</td>
<td>68682</td>
<td>67904</td>
<td>39656</td>
<td>68682</td>
<td>68682</td>
</tr>
<tr>
<td>0.30</td>
<td>0.299999</td>
<td>66284</td>
<td>3000</td>
<td>66284</td>
<td>67904</td>
<td>39656</td>
<td>66284</td>
<td>66284</td>
</tr>
<tr>
<td>0.32</td>
<td>0.319999</td>
<td>63886</td>
<td>2200</td>
<td>63886</td>
<td>67904</td>
<td>39656</td>
<td>63886</td>
<td>63886</td>
</tr>
<tr>
<td>0.34</td>
<td>0.339999</td>
<td>61488</td>
<td>1500</td>
<td>61488</td>
<td>67904</td>
<td>39656</td>
<td>61488</td>
<td>61488</td>
</tr>
<tr>
<td>0.36</td>
<td>0.359999</td>
<td>59090</td>
<td>1000</td>
<td>59090</td>
<td>67904</td>
<td>39656</td>
<td>59090</td>
<td>59090</td>
</tr>
<tr>
<td>0.38</td>
<td>0.379999</td>
<td>56692</td>
<td>700</td>
<td>56692</td>
<td>67904</td>
<td>39656</td>
<td>56692</td>
<td>56692</td>
</tr>
<tr>
<td>0.40</td>
<td>0.399999</td>
<td>54294</td>
<td>500</td>
<td>54294</td>
<td>67904</td>
<td>39656</td>
<td>54294</td>
<td>54294</td>
</tr>
<tr>
<td>0.42</td>
<td>0.419999</td>
<td>51896</td>
<td>400</td>
<td>51896</td>
<td>67904</td>
<td>39656</td>
<td>51896</td>
<td>51896</td>
</tr>
<tr>
<td>0.44</td>
<td>0.439999</td>
<td>49498</td>
<td>300</td>
<td>49498</td>
<td>67904</td>
<td>39656</td>
<td>49498</td>
<td>49498</td>
</tr>
<tr>
<td>0.46</td>
<td>0.459999</td>
<td>47099</td>
<td>200</td>
<td>47099</td>
<td>67904</td>
<td>39656</td>
<td>47099</td>
<td>47099</td>
</tr>
<tr>
<td>0.48</td>
<td>0.479999</td>
<td>44691</td>
<td>100</td>
<td>44691</td>
<td>67904</td>
<td>39656</td>
<td>44691</td>
<td>44691</td>
</tr>
<tr>
<td>0.50</td>
<td>0.499999</td>
<td>42282</td>
<td>0</td>
<td>42282</td>
<td>67904</td>
<td>39656</td>
<td>42282</td>
<td>42282</td>
</tr>
<tr>
<td>0.52</td>
<td>0.519999</td>
<td>39873</td>
<td>0</td>
<td>39873</td>
<td>67904</td>
<td>39656</td>
<td>39873</td>
<td>39873</td>
</tr>
<tr>
<td>0.54</td>
<td>0.539999</td>
<td>37464</td>
<td>0</td>
<td>37464</td>
<td>67904</td>
<td>39656</td>
<td>37464</td>
<td>37464</td>
</tr>
<tr>
<td>0.56</td>
<td>0.559999</td>
<td>35055</td>
<td>0</td>
<td>35055</td>
<td>67904</td>
<td>39656</td>
<td>35055</td>
<td>35055</td>
</tr>
<tr>
<td>0.58</td>
<td>0.579999</td>
<td>32646</td>
<td>0</td>
<td>32646</td>
<td>67904</td>
<td>39656</td>
<td>32646</td>
<td>32646</td>
</tr>
<tr>
<td>0.60</td>
<td>0.599999</td>
<td>30237</td>
<td>0</td>
<td>30237</td>
<td>67904</td>
<td>39656</td>
<td>30237</td>
<td>30237</td>
</tr>
<tr>
<td>0.62</td>
<td>0.619999</td>
<td>27828</td>
<td>0</td>
<td>27828</td>
<td>67904</td>
<td>39656</td>
<td>27828</td>
<td>27828</td>
</tr>
<tr>
<td>0.64</td>
<td>0.639999</td>
<td>25419</td>
<td>0</td>
<td>25419</td>
<td>67904</td>
<td>39656</td>
<td>25419</td>
<td>25419</td>
</tr>
<tr>
<td>0.66</td>
<td>0.659999</td>
<td>23010</td>
<td>0</td>
<td>23010</td>
<td>67904</td>
<td>39656</td>
<td>23010</td>
<td>23010</td>
</tr>
<tr>
<td>0.68</td>
<td>0.679999</td>
<td>20601</td>
<td>0</td>
<td>20601</td>
<td>67904</td>
<td>39656</td>
<td>20601</td>
<td>20601</td>
</tr>
<tr>
<td>0.70</td>
<td>0.699999</td>
<td>18192</td>
<td>0</td>
<td>18192</td>
<td>67904</td>
<td>39656</td>
<td>18192</td>
<td>18192</td>
</tr>
<tr>
<td>0.72</td>
<td>0.719999</td>
<td>15783</td>
<td>0</td>
<td>15783</td>
<td>67904</td>
<td>39656</td>
<td>15783</td>
<td>15783</td>
</tr>
<tr>
<td>0.74</td>
<td>0.739999</td>
<td>13374</td>
<td>0</td>
<td>13374</td>
<td>67904</td>
<td>39656</td>
<td>13374</td>
<td>13374</td>
</tr>
<tr>
<td>0.76</td>
<td>0.759999</td>
<td>10965</td>
<td>0</td>
<td>10965</td>
<td>67904</td>
<td>39656</td>
<td>10965</td>
<td>10965</td>
</tr>
<tr>
<td>0.78</td>
<td>0.779999</td>
<td>8556</td>
<td>0</td>
<td>8556</td>
<td>67904</td>
<td>39656</td>
<td>8556</td>
<td>8556</td>
</tr>
<tr>
<td>0.80</td>
<td>0.799999</td>
<td>6147</td>
<td>0</td>
<td>6147</td>
<td>67904</td>
<td>39656</td>
<td>6147</td>
<td>6147</td>
</tr>
</tbody>
</table>

The table continues in the same format.
6. The Adams-Bashforth Method

Historically one of the first of the approximation techniques was suggested by J. C. Adams (1819–92), the astronomer, and F. Bashforth in their treatise, *Theories of Capillary Action*, 1883.

Let us consider the differential equation,

\[
\frac{dy}{dx} = f(x, y),
\]

for which we assume that initial values, \(x_0, y_0\), are given and that the function \(f(x, y)\) exists and has derivatives of all orders at \((x_0, y_0)\).

The method assumes that an initial table of values has been provided from which a set of backward differences can be derived. This preliminary table can be computed, for example, by means of a Taylor’s series as described in the calculus of limits in Chapter 4.

One then uses formula (13) of Section 4 to compute

\[
\int_x^{x+d} y'(s) \, ds = y(x + d) - y(x) = \Delta y(x)
\]

\[
= d \left[ y'(x) + \frac{1}{2} \Delta y'(x-d) + \frac{5}{12} \Delta^2 y'(x-2d) + \frac{3}{8} \Delta^3 y'(x-3d) + \ldots \right].
\]

Since \(\Delta y(x)\) has thus been found, the next value in the table is computed, a new set of differences is obtained, and the process continued to the next succeeding value.

As an example, we shall consider the equation introduced in the preceding section. We assume that values of \(y\) and \(y'\) have been computed through \(x=0.20\) and we shall use these to extend the table to \(x=0.22\). We thus have the following values available:

\(y=0.98000\, 26662\), \(y'=-0.19992\, 00213\), \(\Delta y'=-1996\, 72522\),

\(\Delta^2 y'=1\, 17284\), \(\Delta^3 y'=34758\), \(\Delta^4 y'=7659\), \(\Delta^5 y'=952\).

Substituting in (2), we thus obtain:

\[
\Delta y = 0.02(-19992\, 00213 - 998\, 36261 + 48868 + 13034 + 2670 + 314) \times 10^{-10},
\]

\[
= -0.00419\, 79432.
\]

Hence, for \(x=0.22\) we have

\(y=0.98000\, 26662 - 0.00419\, 79432 = 0.97580\, 47230\),

which differs from the recorded value by one unit in the last place.

It is clear that we can continue from this point to the next and hence construct the value of \(y\) over any range that may be desired.
7. The Runge-Kutta Method

The method that is used perhaps more than any other in the integration of differential equations is one devised by C. Runge (1856–1927)* in 1895 and extended by W. Kutta† 6 years later. Its application to the equation,

$$\frac{dy}{dx} = f(x, y),$$

(1)

is described as follows.

Let us assume that the initial values are $x_0$ and $y_0$. An increment of the independent variable $x$ is then selected, let us say $d$, and the following values are successively computed:

$$k_1 = f(x_0, y_0) d$$

$$k_2 = f(x_0 + \frac{1}{2}d, y_0 + \frac{1}{2}k_1) d,$$

$$k_3 = f(x_0 + \frac{1}{2}d, y_0 + \frac{1}{2}k_3) d,$$

$$k_4 = f(x_0 + d, y_0 + k_3) d.$$

(2)

The new value of $y$ which corresponds to $x_0 + d$ is then given by $y = y_0 + k$, where we write

$$k = \frac{1}{6}(k_1 + 2k_2 + 2k_3 + k_4).$$

(3)

In illustration of the application of this method, we shall consider the example of Section 5 subject to the conditions: $y_0 = 1$, $x_0 = 0$.

If we choose $d = 0.1$, then we get the following values:

$$k_1 = 0, \quad k_2 = -0.005, \quad k_3 = -0.0049999688, \quad k_4 = -0.00999997500,$$

from which we compute:

$$k = \frac{1}{6}(-0.02999996875) = -0.00499999479.$$

We thus obtain the approximation:

$$y_1 = y_0 + k = 0.9950000521,$$

which, when compared with the correct value: $y_1 = 0.9950000417$, shows an error of 1 in the eighth place.

The order of approximation achieved by this method is indicated by the following special case:

\[ \frac{dy}{dx} = f(x). \]  
(4)

Since the values of the constants are now:

\[ k_1 = f(x_0) \, d, \ k_2 = f(x_0 + \frac{1}{2} \, d) \, d, \ k_3 = f(x_0 + \frac{1}{2} \, d) \, d, \ k_4 = f(x_0 + d) \, d, \]

we obtain the solution:

\[ y = y_0 + \frac{d}{6} \left[ f(x_0) + 4f(x_0 + \frac{1}{2} \, d) + f(x_0 + d) \right]. \]  
(5)

Observing that the solution of (4) is actually the integral

\[ y = y_0 + \int_{x_0}^{x} f(x) \, dx, \]

we see from (5) that the present method is equivalent in this case to Simpson's rule given by (14) in Section 4. Since the error in this formula is of the order of \(d^4\), we can expect a similar error in the general formula.

About the order of approximation Runge and König make the following statement:* 

"The error of the procedure one can estimate through calculation of the term of fifth order. It is very convenient, however, to apply the process a second time with twice the interval breadth. The error of the first computation amounts to about one-fifteenth of the difference of the two results."

In illustration we shall compute the value of \(y\) in the example previously used, for \(x = 0.20\). We shall first apply the method of this section once using \(d = 0.2\), and then we shall apply the method twice using \(d = 0.1\). The difference between the two values should then be approximately fifteen times the actual error. These computations follow:

<table>
<thead>
<tr>
<th>(x)</th>
<th>(y)</th>
<th>(y - 2)</th>
<th>(xy(y - 2))</th>
<th>(k = dxy(y - 2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>-1</td>
<td>0</td>
<td>0 = (k_1)</td>
</tr>
<tr>
<td>0.1</td>
<td>1</td>
<td>-1</td>
<td>-0.1</td>
<td>-0.02 = (k_2)</td>
</tr>
<tr>
<td>0.1</td>
<td>0.99</td>
<td>-1.01</td>
<td>-0.09999</td>
<td>-0.01999 (8 = k_3)</td>
</tr>
<tr>
<td>0.2</td>
<td>0.980002</td>
<td>-1.01998</td>
<td>-0.199992</td>
<td>-0.03998 (40002 = k_4)</td>
</tr>
</tbody>
</table>

We thus have,

\[ k = \frac{1}{6} (-0.11998 \ 00032) = -0.01999 \ 66672, \]

\[ y_2 = y_0 + k = 0.98000 \ 33328. \]

Interval: \( d = 0.1 \).

\[
\begin{array}{c|c|c|c|c}
 x & y & y-2 & xy(y-2) & k = dxy(y-2) \\
\hline
0 & 1 & -1 & 0 & 0 = k_1 \\
0.05 & 1 & -1 & -0.05 & -0.005 = k_2 \\
0.05 & 0.9975 & -1.0025 & -0.00499 \ 96875 & -0.00499 \ 96875 = k_3 \\
0.1 & 0.99500 \ 003125 & -1.00499 \ 998875 & -0.00999 \ 750005 & -0.00999 \ 750001 = k_4 \\
\end{array}
\]

From this we get,

\[ k = \frac{1}{6} (-0.02999 \ 968751) = -0.00499 \ 994792, \]

\[ y_1 = y_0 + k = 0.99500 \ 005208. \]

Interval: \( d = 0.1 \).

\[
\begin{array}{c|c|c|c|c}
 x & y & y-2 & xy(y-2) & k = dxy(y-2) \\
\hline
0.10 & 0.99500 \ 005208 & -1.00499 \ 994792 & -0.00999 \ 750006 & -0.00999 \ 975001 = k_1 \\
0.15 & 0.99000 \ 017708 & -1.00999 \ 982292 & -0.14999 \ 850055 & -0.01499 \ 850055 = k_2 \\
0.15 & 0.98750 \ 080206 & -1.01249 \ 919794 & -0.14997 \ 655552 & -0.01499 \ 765555 = k_3 \\
0.20 & 0.98200 \ 239553 & -1.01999 \ 760447 & -0.19992 \ 001906 & -0.01999 \ 201901 = k_4 \\
\end{array}
\]

We then compute,

\[ k = \frac{1}{6} (-0.08998 \ 406511) = -0.01499 \ 734418, \]

\[ y_2 = y_1 + k = 0.98000 \ 27079. \]

The difference between the two values of \( y_2 \) is thus:

\[ \Delta y_2 = 0.00000 \ 06249, \]

giving an error \( E = \frac{1}{15} \Delta y_2 = 0.00000 \ 00417, \)

which is found to be equal to the actual error:

\[ 0.98000 \ 27079 - 0.98000 \ 26662 = 0.00000 \ 00417. \]
The derivation of the Runge-Kutta equations involves a tedious computation, but the details of the argument can be inferred from the following analysis.

Referring to equation (1), we first write the expansion of its solution as the following Taylor’s series:

\[ y - y_0 = y'_0(x - x_0) + \frac{y''_0}{2!} (x - x_0)^2 + \ldots, \]

\[ = f_0(x - x_0) + \frac{1}{2!} \left( \frac{\partial f}{\partial x} + f \frac{\partial f}{\partial y} \right)_0 (x - x_0)^2 + \ldots. \]

If we now write: \( y - y_0 = k \), and \( x - x_0 = d \), then this expansion becomes

\[ k = f_0 d + \left( \frac{\partial f}{\partial x} + f \frac{\partial f}{\partial y} \right)_0 \frac{d^2}{2!} + \ldots. \quad (6) \]

We next consider the following expansions:

\[ k_1 = f_0 d, \]

\[ k_2 = f \left( x_0 + \frac{1}{2} d, y_0 + \frac{1}{2} k_1 \right) d = d \left[ f_0 + \left( \frac{1}{2} d \frac{\partial}{\partial x} + \frac{1}{2} k_1 \frac{\partial}{\partial y} \right) f_0 + \ldots \right], \]

\[ k_3 = f \left( x_0 + \frac{1}{2} d, y_0 + \frac{1}{2} k_2 \right) d = d \left[ f_0 + \left( \frac{1}{2} d \frac{\partial}{\partial x} + \frac{1}{2} k_2 \frac{\partial}{\partial y} \right) f_0 + \ldots \right], \]

\[ k_4 = f(x_0 + d, y_0 + k_3) d = d \left[ f_0 + \left( d \frac{\partial}{\partial x} + k_3 \frac{\partial}{\partial y} \right) f_0 + \ldots \right]. \]

If we now write,

\[ k = a_1 k_1 + a_2 k_2 + a_3 k_3 + a_4 k_4, \]

where \( a_1, a_2, a_3, a_4 \) are parameters to be determined, it is clear that we get

\[ k = (a_1 + a_2 + a_3 + a_4) d f_0 + \left[ \frac{d^2}{2} \left( a_2 + a_3 + 2a_4 \right) \frac{\partial}{\partial x} \right. \]

\[ + \left. \frac{d}{2} \left( a_2 k_1 + a_3 k_2 + 2a_4 k_3 \right) \frac{\partial}{\partial y} \right] f_0 + \ldots. \quad (7) \]

But we also observe that

\[ a_2 k_1 + a_3 k_2 + 2a_4 k_3 = (a_2 + a_3 + 2a_4) d \, f_0 + \text{higher terms in } d. \]

It thus follows that when this is substituted in (7), we obtain:

\[ k = (a_1 + a_2 + a_3 + a_4) d f_0 + \frac{d^2}{2!} \left[ (a_2 + a_3 + 2a_4) \frac{\partial}{\partial x} + (a_2 + a_3 + 2a_4) f_0 \frac{\partial}{\partial y} \right] f_0 + \ldots. \]
If this expression is to be identified with (6), we see that the \( a_i \) must satisfy the following equations:

\[
\begin{align*}
a_1 + a_2 + a_3 + a_4 &= 1, \\
a_2 + a_3 + 2a_4 &= 1.
\end{align*}
\] (8)

Two similar equations are obtained when terms of orders \( d^3 \) and \( d^4 \) are identified in the same manner. Their derivation is somewhat involved and will not be given here. They will be found to be the following:

\[
\begin{align*}
3a_2 + 3a_3 + 12a_4 &= 4, \\
a_2 + a_3 + 8a_4 &= 2.
\end{align*}
\] (9)

When this system of four equations is solved, the values given earlier in (3): \( a_1 = a_4 = 1/6, \ a_2 = a_3 = 1/3, \) are obtained.

8. The Milne Method

A method similar to those already described, but which recommends itself for its simplicity, is due to W. E. Milne.* This method consists in making two extrapolations from an initial set of four values. Let these values be \( (x_0,y_0), (x_1,y_1), (x_2,y_2) \) and \( (x_3,y_3) \). The corresponding values of \( y'_0, y'_1, y'_2, \) and \( y'_3 \) are then computed from the equation,

\[
\frac{dy}{dx} = f(x,y).
\] (1)

By means of these derivatives we then obtain an approximation for \( y_4 \) from the formula:

\[
y_4 = y_0 + \frac{4}{3} (2y'_3 - y'_2 + 2y'_1).
\] (2)

This new value is now substituted in the differential equation to obtain \( y'_4 \) and a new approximation, \( Y_4 \), is obtained from the formula:

\[
Y_4 = y_2 + \frac{d}{3} (y'_4 + 4y'_3 + y'_2).
\] (3)

The error in the second value is estimated from the difference

\[
\Delta = \frac{|Y_4 - y_4|}{29}.
\] (4)

If this error is sufficiently small, so that the desired order of approximation has been attained, then one proceeds to the next value.

In illustration, using the equation

\[ \frac{dy}{dx} = xy(y - 2), \]  

(5)

and the initial values: \( x_0 = 0, \ y_0 = 1 \), we obtain the following values by one of the various methods already described:

<table>
<thead>
<tr>
<th>( x )</th>
<th>( y )</th>
<th>( y' = xy(y - 2) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>1.0000 0000</td>
<td>0.0000 0000</td>
</tr>
<tr>
<td>0.02</td>
<td>0.99980 0000</td>
<td>-0.01999 99992</td>
</tr>
<tr>
<td>0.04</td>
<td>0.99920 0002</td>
<td>-0.03999 99744</td>
</tr>
<tr>
<td>0.06</td>
<td>0.99820 0019</td>
<td>-0.05999 98056</td>
</tr>
</tbody>
</table>

Employing (2) and observing that \( d = 0.02 \), we compute for \( x = 0.08 \) the following value:

\[ y_4 = 1 + \frac{0.08}{3} (-0.11999 96112 + 0.03999 99744 - 0.03999 9984) \]

\[ = 0.99680 00097. \]

Substituting this value in (5) we get for \( x = 0.08 \):

\[ y'_4 = -0.07999 91808. \]

When this in turn is introduced into (3), we then obtain:

\[ Y_4 = 0.99920 0002 + \frac{0.02}{3} (-0.07999 91808) \]

\[ = 0.99680 00110. \]

Forming the difference (4), we have \( \Delta = 13/29 \), which shows that the value \( Y_4 \) cannot be in error by more than one unit in the last place. Referring to the table of values given in Section 5, we see that this is, indeed, the case.

Formulas (2) and (3) are special cases of the integration formula (9) of Section 4, namely,

\[ \int_{x}^{x+pd} f(s) \, ds = d \left[ \eta_0(p)f(x) + \eta_1(p)\Delta f(x) + \frac{\eta_2(p)}{2!} \Delta^2 f(x) + \ldots \right]. \]

For \( p = 2 \), we have, to differences of fourth order,

\[ I_1 = \int_{x}^{x+2d} f(s) \, ds = d \left[ 2f_0 + 2\Delta f_0 + \frac{1}{3} \Delta^2 f_0 - \frac{1}{90} \Delta^4 f_0 \right], \]

\[ \frac{d}{3} (f_2 + 4f_1 + f_0) - \frac{d}{90} \Delta^4 f_0. \]  

(6)
Similarly, for $p=4$, we have, to differences of fourth order,

$$I_2 = \int_{x}^{x+4d} f(s) \, ds = d \left[ 4f_0 + 8\Delta f_0 + \frac{20}{3} \Delta^2 f_0 + \frac{8}{3} \Delta^3 f_0 + \frac{14}{45} \Delta^4 f_0 \right],$$

$$= \frac{4d}{3} (2f_3 - f_2 + 2f_1) + \frac{14}{45} d \Delta^4 f_0. \quad (7)$$

Since we have

$$I_2 - I_1 = \frac{29}{90} d \Delta^4 f_0,$$

the error in $I_1$ as measured by the fourth difference is seen to be $|I_2 - I_1|/29$.

Formulas (2) and (3) are obtained in an obvious manner by replacing $f(s)$ by $y'(s)$ and employing the argument given in Section 6.

9. Application to Differential Equations of Higher Order and to Systems of Equations

The methods described in the preceding sections can be applied without essential change to the solution of differential equations of higher order than the first and to systems of differential equations.

Thus, let us consider the following differential equation of second order:

$$y'' = f(x, y, y'), \quad (1)$$

where $f(x, y, y')$ is a function of the three variables which is analytic in the neighborhood of the initial values: $x_0, y_0, y_0$.

To reduce the problem to the cases already considered we merely write: $y' = z$, and thus (1) becomes the system:

$$z' = f(x, y, z), \quad y' = z. \quad (2)$$

From the initial values: $x_0, y_0, z_0 = y_0$, we first compute the values of $y$ corresponding to $x_0 + d$, $x_0 + 2d$, etc., from the series:

$$y = y_0 + z_0(x - x_0) + \frac{1}{2!} z_0'(x - x_0)^2 + \frac{1}{3!} z_0''(x - x_0)^3 + \ldots, \quad (3)$$

where we abbreviate:

$$z' = f(x, y, z), \quad z'' = \frac{\partial f}{\partial x} + \frac{\partial f}{\partial y} y + \frac{\partial f}{\partial z} z', \quad \frac{\partial f}{\partial x} + \frac{\partial f}{\partial y} y + \frac{\partial f}{\partial z} f, \text{ etc.}$$
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From these values a table of $z$ is prepared with differences to a sufficiently high order to insure a satisfactory degree of approximation. The table is then extended by the integration of the equation: $y' = z$.

It is clear that the method just described can be extended to more general systems of differential equations. Thus, if we have the system:
\[
\frac{dx}{dt} = f(t,x,y), \quad \frac{dy}{dt} = g(t,x,y),
\] (4)
where $f(t,x,y)$ and $g(t,x,y)$ are functions analytic in the neighborhood of the initial values: $x_0$, $y_0$, $t=0$, solutions can be obtained in the form of the following series:
\[
x = x_0 + x_0't + \frac{1}{2!} x_0''t^2 + \frac{1}{3!} x_0^{(3)}t^3 + \ldots,
\]
\[
y = y_0 + y_0't + \frac{1}{2!} y_0''t^2 + \frac{1}{3!} y_0^{(3)}t^3 + \ldots.
\] (5)

After preliminary tables have been constructed from the series for a few values of $x$ and $y$, these can be continued by the process of integration illustrated in the preceding sections.

As an example, let us consider the following equations:
\[
\frac{dx}{dt} = x - xy, \quad \frac{dy}{dt} = -y + xy,
\] (6)
subject to the initial conditions: $x_0 = -1$, $y_0 = 1$, when $t=0$.

We first compute the values of $x^{(n)}$ and $y^{(n)}$ for $t=0$ from the followir $z$ equations:
\[
x^{(n+1)} = x^{(n)} - \left[ x^{(n)}y + n x^{(n-1)} y' + \frac{n(n-1)}{2!} x^{(n-2)} y'' + \ldots + xy^{(n)} \right],
\]
y^{(n+1)} = x^{(n)} - y^{(n)} - x^{(n-1)}.

We thus obtain the following sets of values:

<table>
<thead>
<tr>
<th>$n$</th>
<th>$x^{(n)}$</th>
<th>$n$</th>
<th>$x^{(n)}$</th>
<th>$n$</th>
<th>$y^{(n)}$</th>
<th>$n$</th>
<th>$y^{(n)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>6</td>
<td>-754</td>
<td>1</td>
<td>-2</td>
<td>6</td>
<td>1044</td>
</tr>
<tr>
<td>2</td>
<td>-2</td>
<td>7</td>
<td>5636</td>
<td>2</td>
<td>4</td>
<td>7</td>
<td>-7434</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>8</td>
<td>-47782</td>
<td>3</td>
<td>-10</td>
<td>8</td>
<td>60852</td>
</tr>
<tr>
<td>4</td>
<td>-22</td>
<td>9</td>
<td>453316</td>
<td>4</td>
<td>36</td>
<td>9</td>
<td>-561950</td>
</tr>
<tr>
<td>5</td>
<td>116</td>
<td>10</td>
<td>-4761506</td>
<td>5</td>
<td>-174</td>
<td>10</td>
<td>5776772</td>
</tr>
</tbody>
</table>
When these values are substituted in (5) and the coefficients reduce to decimals, the following expansions are obtained:
\[
x = -1 - t^2 + 0.666666 66667 t^3 - 0.916666 66667 t^4 + 0.966666 66667 t^5 - 1.04722 22222 t^6 + 1.11825 39683 t^7 - 1.18506 94444 t^8 + 1.24921 73721 t^9 - 1.31214 34083 t^{10} + \ldots
\]
\[
y = 1 - 2t + 2t^2 - 1.666666 66667 t^3 + 1.5 t^4 - 1.45 t^5 + 1.45 t^6 - 1.475 t^7 + 1.50922 61905 t^8 - 1.54858 35538 t^9 + 1.59192 35001 t^{10} + \ldots
\]

We now use these expansions to compute to 10 decimal places the values of \(x\) and \(y\) from \(t = 0\) to \(t = 0.10\) at intervals of 0.01. From these quantities, the values of \(x' = x - xy\) and \(y' = -y + xy\) are computed over the same range and the table of their differences formed. We thus obtain the following table:

<table>
<thead>
<tr>
<th>(t)</th>
<th>(x)</th>
<th>(y)</th>
<th>(x' = x - xy)</th>
<th>(y' = -y + xy)</th>
<th>(\Delta x)</th>
<th>(\Delta y)</th>
<th>(\Delta x')</th>
<th>(\Delta y')</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>-1.0000 00000</td>
<td>0.00000</td>
<td>-0.0000 00000</td>
<td>-1980 36193</td>
<td>37 85587</td>
<td>-2 03504</td>
<td>10205</td>
<td>-622</td>
</tr>
<tr>
<td>0.01</td>
<td>-1.0009 93424</td>
<td>-0.0190 36193</td>
<td>-1942 49006</td>
<td>35 83083</td>
<td>-1 93299</td>
<td>9583</td>
<td>-687</td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>-1.0039 84103</td>
<td>-0.0392 28579</td>
<td>-1906 65523</td>
<td>33 89784</td>
<td>-1 83718</td>
<td>8996</td>
<td>-545</td>
<td></td>
</tr>
<tr>
<td>0.03</td>
<td>-1.0088 27198</td>
<td>-0.0582 53222</td>
<td>-1872 78739</td>
<td>32 06068</td>
<td>-1 74720</td>
<td>8451</td>
<td>-505</td>
<td></td>
</tr>
<tr>
<td>0.04</td>
<td>-1.0155 98851</td>
<td>-0.0772 90616</td>
<td>-1840 90067</td>
<td>30 30134</td>
<td>-1 65629</td>
<td>7945</td>
<td>-470</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>-1.0242 42093</td>
<td>-0.0964 99732</td>
<td>-1810 99323</td>
<td>28 65079</td>
<td>-1 57334</td>
<td>7475</td>
<td>-437</td>
<td></td>
</tr>
<tr>
<td>0.06</td>
<td>-1.0346 71742</td>
<td>-0.1153 30055</td>
<td>-1781 74244</td>
<td>27 00755</td>
<td>-1 50049</td>
<td>7038</td>
<td>-404</td>
<td></td>
</tr>
<tr>
<td>0.07</td>
<td>-1.0469 18324</td>
<td>-0.1345 12399</td>
<td>-1754 67489</td>
<td>25 55906</td>
<td>-1 43881</td>
<td>6634</td>
<td>-372</td>
<td></td>
</tr>
<tr>
<td>0.08</td>
<td>-1.0609 32907</td>
<td>-0.1538 90788</td>
<td>-1729 11583</td>
<td>24 12095</td>
<td>-1 38763</td>
<td>6266</td>
<td>-342</td>
<td></td>
</tr>
<tr>
<td>0.09</td>
<td>-1.0766 89422</td>
<td>-0.1731 92371</td>
<td>-1704 99488</td>
<td>22 78386</td>
<td>-1 34767</td>
<td>5918</td>
<td>-314</td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td>-1.0941 82795</td>
<td>-0.1933 91869</td>
<td>-1681 99134</td>
<td>21 44572</td>
<td>-1 31007</td>
<td>5588</td>
<td>-288</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(t)</th>
<th>(x)</th>
<th>(y)</th>
<th>(x' = x - xy)</th>
<th>(y' = -y + xy)</th>
<th>(\Delta x)</th>
<th>(\Delta y)</th>
<th>(\Delta x')</th>
<th>(\Delta y')</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>1.0000 00000</td>
<td>0.00000</td>
<td>-2.0000 00000</td>
<td>3850 59287</td>
<td>-96 48989</td>
<td>3 35152</td>
<td>-15458</td>
<td>863</td>
</tr>
<tr>
<td>0.01</td>
<td>0.9801 83482</td>
<td>-1.0000 40713</td>
<td>3854 09388</td>
<td>-93 14747</td>
<td>3 39694</td>
<td>-14595</td>
<td>829</td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>0.9607 86921</td>
<td>-1.9219 51326</td>
<td>3760 94641</td>
<td>-89 95053</td>
<td>3 30099</td>
<td>-13766</td>
<td>786</td>
<td></td>
</tr>
<tr>
<td>0.03</td>
<td>0.9417 61908</td>
<td>-1.8443 36864</td>
<td>3670 89088</td>
<td>-86 89954</td>
<td>3 21333</td>
<td>-12977</td>
<td>722</td>
<td></td>
</tr>
<tr>
<td>0.04</td>
<td>0.9239 70366</td>
<td>-1.7673 27096</td>
<td>3584 86954</td>
<td>-83 88821</td>
<td>2 73336</td>
<td>-12186</td>
<td>661</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>0.9060 01011</td>
<td>-1.6917 27492</td>
<td>3500 11013</td>
<td>-80 88221</td>
<td>2 25339</td>
<td>-11405</td>
<td>602</td>
<td></td>
</tr>
<tr>
<td>0.06</td>
<td>0.8885 83792</td>
<td>-1.6176 26649</td>
<td>3418 90718</td>
<td>-78 54505</td>
<td>1 77341</td>
<td>-10647</td>
<td>544</td>
<td></td>
</tr>
<tr>
<td>0.07</td>
<td>0.8719 20706</td>
<td>-1.5445 26271</td>
<td>3340 36464</td>
<td>-75 99837</td>
<td>1 30343</td>
<td>-10000</td>
<td>488</td>
<td></td>
</tr>
<tr>
<td>0.08</td>
<td>0.8551 02706</td>
<td>-1.4725 27021</td>
<td>3264 36837</td>
<td>-73 35418</td>
<td>1 77341</td>
<td>-9441</td>
<td>434</td>
<td></td>
</tr>
<tr>
<td>0.09</td>
<td>0.8387 55598</td>
<td>-1.6644 27431</td>
<td>3190 80290</td>
<td>-71 64718</td>
<td>1 19343</td>
<td>-8884</td>
<td>380</td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td>0.8227 406</td>
<td>-1.5082 36678</td>
<td>3117 30640</td>
<td>-69 90718</td>
<td>0 61346</td>
<td>-8427</td>
<td>326</td>
<td></td>
</tr>
</tbody>
</table>

From the values in this table it is now possible to extrapolate by any one of the methods previously described. In illustration, let us compute both \(x\) and \(y\) for \(t = 0.10\) by using the values corresponding to \(t = 0.09\). We shall employ formula (2) of Section 6 for this purpose.
Thus, observing that the differences for \( x' \) are: \(-729, 11583, 2555906, -150849, 7475, \) and \(-470, \) and that the differences for \( y' \) are: \(3264, 36627, -75, 99837, 254417, -11624, \) and \(661, \) we readily compute:

\[
x(0.10) = -1.00766 \times 89422 + 0.01(-16618 \times 92372 - 864 \times 55792 \\
+ 10 \times 64961 - 56568 + 2606 - 155) \times 10^{-10}, \\
= -1.00941 \times 62795;
\]

\[
y(0.10) = 0.83507 \times 55589 + 0.01(-167655 \times 52640 + 1632 \times 18313 \\
- 31 \times 66599 + 95406 - 4052 + 218) \times 10^{-10} \\
= 0.81847 \times 01495.
\]

The Milne method described in Section 8 is also effective in this example. Thus, if we assume as before that \( x \) and \( y \) are to be determined for \( t=0.10 \) from preceding values, we assume as known the values corresponding to \( t=0.06, 0.07, 0.08, \) and \(0.09.\) Hence, using formula (2) of Section 8, we compute:

\[
x_4 = -1.00346 \times 71742 + \frac{0.04}{3} [2(-0.16618 \times 92371 + 0.14889 \times 80788 \\
+ 2(-0.13135 \times 13299)], \\
= -1.00941 \times 62816;
\]

\[
y_4 = 0.88385 \times 83762 + \frac{0.04}{3} [2(-1.67655 \times 52640 + 1.70919 \times 89267 \\
+ 2(-1.74260 \times 25731)], \\
= 0.81847 \times 01529.
\]

With these values the corresponding values of \( x'_4 \) and \( y'_4 \) are found from (6). These are respectively: \( x'_4 = -0.18323 \times 91829 \) and \( y'_4 = -1.64464 \times 72516. \)

Formula (3) of Section 8 is now employed with the following results:

\[
X_4 = -1.00609 \times 32987 + \frac{0.01}{3} [-0.18323 \times 91829 + 4(-0.16618 \times 92371) \\
- 0.14889 \times 80788], \\
= 1.00941 \times 62794;
\]

\[
Y_4 = 0.85200 \times 37068 + \frac{0.01}{3} [-1.64464 \times 72516 + 4(-1.67655 \times 52640) \\
- 1.70919 \times 89267], \\
= 0.81847 \times 01492.
\]

The errors are seen to be respectively 1 and 3 in the last place. Formula (4) of Section 8 estimates these errors to be of the order of 1 unit with that of \( Y_4 \) somewhat greater than that of \( X_4.\)
Appendix 1

Types of Equations with Fixed Critical Points

The following 50 types of nonlinear differential equations of second order, special cases of the general equation (1) of Section 1, Chapter 8, are taken from Gambier and Ince with some change in notation:

1. \[ \frac{d^2y}{dx^2} = 0. \]
2. \[ \frac{d^2y}{dx^2} = 6y^2. \]
3. \[ \frac{d^2y}{dx^2} = 6y^2 + \frac{1}{2}. \]
4. \[ \frac{d^2y}{dx^2} = 6y^2 + x. \]
5. \[ \frac{d^2y}{dx^2} = [q(x) - 2y] \frac{dy}{dx} + q'(x)y. \]
6. \[ \frac{d^2y}{dx^2} = -[3y + q(x)] \frac{dy}{dx} - q(x) y^2 - y^3. \]
7. \[ \frac{d^2y}{dx^2} = 2y^3. \]
8. \[ \frac{d^2y}{dx^2} = a + by + 2y^3. \]
9. \[ \frac{d^2y}{dx^2} = 2y^3 + xy + \mu. \]
10. \[ \frac{d^2y}{dx^2} = -\frac{dy}{dx} + y^3 - 12q(x)y + 12q'(x), \] where \( q \) may be an arbitrary constant; a solution of \( q'' = 6q^2 + c, c=0 \) or 1; or a solution of equation 4.

11. \[ y \frac{d^2y}{dx^2} = \left( \frac{dy}{dx} \right)^2. \]
12. \[ y \frac{d^2y}{dx^2} = \left( \frac{dy}{dx} \right)^3 + a + by + cy^3 + dy^4. \]
13. \[ xy \frac{d^2y}{dx^2} = x \left( \frac{dy}{dx} \right)^2 - y \frac{dy}{dx} + ax + by + cy^3 + dxy^4. \]
14. \[ y \frac{d^2y}{dx^2} = \left( \frac{dy}{dx} \right)^2 + [q(x) y^2 + r(x)] \frac{dy}{dx} + q'(x)y^3 - r'(x)y. \]
15. \[ y \frac{d^2y}{dx^2} = \left( \frac{dy}{dx} \right)^2 + \frac{dy}{dx} + r(x) y^3 - y^2 \frac{d}{dx} \left[ r'(x)/r(x) \right]. \]
16. \( y \frac{d^2y}{dx^2} = \left( \frac{dy}{dx} \right)^3 - q'(x) \frac{dy}{dx} + y^4 - q(x)y^3 + q''(x)y. \)

17. \( y \frac{d^2y}{dx^2} = \frac{m-1}{m} \left( \frac{dy}{dx} \right)^2. \)

18. \( y \frac{d^3y}{dx^3} = \frac{1}{2} \left( \frac{dy}{dx} \right)^3 + 4y^3. \)

19. \( y \frac{d^3y}{dx^3} = \frac{1}{2} \left( \frac{dy}{dx} \right)^3 + 4y^3 + 2y^4. \)

20. \( y \frac{d^4y}{dx^4} = \frac{1}{2} \left( \frac{dy}{dx} \right)^2 + 4y^3 + 2xy^4. \)

21. \( y \frac{d^4y}{dx^4} = \frac{3}{4} \left( \frac{dy}{dx} \right)^2 + 3y^3. \)

22. \( y \frac{d^4y}{dx^4} = \frac{3}{4} \left( \frac{dy}{dx} \right)^2 - y. \)

23. \( y \frac{d^4y}{dx^4} = \frac{3}{4} \left( \frac{dy}{dx} \right)^2 + 3y^3 + ay^3 + by. \)

24. \( y \frac{d^4y}{dx^4} = \frac{m-1}{m} \left( \frac{dy}{dx} \right)^2 + q(x)y^3 \frac{dy}{dx} + \frac{mq'}{m+2}y^3 - \frac{mq^2}{(m+2)y^4}. \)

25. \( y \frac{d^4y}{dx^4} = \frac{3}{4} \left( \frac{dy}{dx} \right)^2 + \left[ \frac{q'(x)}{2q(x)} y - \frac{3}{2} y^3 \right] \frac{dy}{dx} + q(x)y + q(x)y^3 + \frac{q'}{2q} y^3 - \frac{1}{4} y^4. \)

26. \( y \frac{d^4y}{dx^4} = \frac{3}{4} \left( \frac{dy}{dx} \right)^2 + 6q \frac{dy}{dx} - 36q^2 - 12q'y^2 + 12qy^2 + 3y^3, \)

where \( q'' = 6q^2, \) or \( 2q'' = 6q^2 + \frac{1}{2}, \) or \( 3q'' = 6q^2 + x. \)

27. \( y \frac{d^4y}{dx^4} = \frac{m-1}{m} \left( \frac{dy}{dx} \right)^2 + \left[ -\frac{m-2}{m} + f_y + y^3 \right] \frac{dy}{dx} - \frac{1}{m} fy + hy^2 \)

\[ + \frac{m(q' - fy)}{m+2} y^3 - \frac{mq^2}{(m+2)y^4}, \]

where \( f, g, h \) are definite rational functions of two arbitrary analytic functions \( q(x) \) and \( r(x) \) and their derivatives.

28. \( y \frac{d^4y}{dx^4} = \frac{1}{2} \left( \frac{dy}{dx} \right)^2 + (qy - y^2) \frac{dy}{dx} - 72p^3 + 3(q' + \frac{1}{2}q^2)y^2 - 2qy^2 + \frac{1}{2} y^4, \)

where \( p = \frac{1}{2}(v_2 - v_1) \) and \( q = (v_2 - v_1)/(v_2 - v_1) \) and \( v_1, v_2 \) are solutions of

(1) \( v'' = 6v^2, \) or (2) \( v'' = 6v^2 + \frac{1}{2}, \) or (3) \( v'' = 6v^2 + x. \)

29. \( y \frac{d^4y}{dx^4} = \frac{1}{2} \left( \frac{dy}{dx} \right)^2 + \frac{3}{2} y^4. \)

30. \( y \frac{d^4y}{dx^4} = \frac{1}{2} \left( \frac{dy}{dx} \right)^2 - \frac{1}{2} a^2 + 2by^2 + 4cy^3 + \frac{3}{2} y^4. \)

31. \( y \frac{d^4y}{dx^4} = \frac{1}{2} \left( \frac{dy}{dx} \right)^2 + \frac{1}{2} a^2 + 2(x^2 - b)y^2 + 4xy^3 + \frac{3}{2} y^4. \)

32. \( y \frac{d^4y}{dx^4} = \frac{1}{2} \left( \frac{dy}{dx} \right)^2 - \frac{1}{2}. \)
33. \( y \frac{d^2y}{dx^2} = \frac{1}{2} \left( \frac{dy}{dx} \right)^2 - \frac{1}{2} + ay^2 + 4y^4. \)

34. \( y \frac{d^2y}{dx^2} = \frac{1}{2} \left( \frac{dy}{dx} \right)^2 - \frac{1}{2} - xy^2 + 4ay^2, \ a \neq 0. \)

35. \( y \frac{d^2y}{dx^2} = \frac{2}{3} \left( \frac{dy}{dx} \right)^2 + \left( p + \frac{2}{5}q + \frac{2}{3}y^2 \right) \frac{dy}{dx} - 3p^2 + (2pq - 3p'y') + (p + 3q' + \frac{8}{3}q^2)y^2 - \frac{10}{3}qy^3 + \frac{2}{3}y^4, \)

where, if \( 2y^2 + Sx + T \) represents either \( 2y^2 \) or \( 2y^2 + ay + b \), or \( 2y^2 + xy + a \),
then \( p = -\frac{1}{3}S - \frac{2}{3}(q' + q^2), \ q'' = 2q^2 + Sy + T. \)

36. \( y \frac{d^2y}{dx^2} = \frac{4}{5} \left( \frac{dy}{dx} \right)^2 + \left( p - \frac{4}{5}q + \frac{2}{5}y^2 \right) \frac{dy}{dx} - \frac{5}{9}p^2 - \frac{1}{5}(pq + 5p'y)y \)

\( + \left( p - 3q' + \frac{6}{5}q^2 \right)y^2 + \frac{11}{5}qy^3 + \frac{4}{5}y^4, \)

where \( p = \frac{72}{5}v_1 + \frac{36}{5}v_2 - \frac{9}{5} \left( \frac{v_2 - v_1}{v_2 - v_1} \right)^3, \ q = \left( v'_2 - v'_1 \right) \left( v_2 - v_1 \right), \) in which \( v_1 \) and \( v_2 \) are solutions of \( v'' = 6v + S, \ S = 0, \frac{1}{2} \) or \( x. \)

37. \( (y - y_0) \frac{d^2y}{dx^2} = \frac{1}{2} \left( 1 - 3y \right) \left( \frac{dy}{dx} \right)^2. \)

38. \( (y - y_0) \frac{d^2y}{dx^2} = \frac{1}{2} \left( 1 - 3y \right) \left( \frac{dy}{dx} \right)^2 + ay^2(1 - y)^2 + b(1 - y)^3 + cy^2(1 - y) + dx^2. \)

39. \( x^2(y - y_0) \frac{d^2y}{dx^2} = \frac{1}{2} x^2(1 - 3y) \left( \frac{dy}{dx} \right)^2 - xy(1 - y) \frac{dy}{dx} + ay^2(1 - y)^3 \)

\( + b(1 - y)^3 + cxy(1 - y) + dx^2y^2(1 + y). \)

40. \( (y - y_0) \frac{d^2y}{dx^2} = (1 - 3y) \left( \frac{dy}{dx} \right)^2 + 2(py + qy^2) \frac{dy}{dx} + (1 - y)^3(s^2y^2 - t') \)

\( + 2y^2(1 - y)[q^2 - p^2 + (p' + q')], \)

where \( s' = -2qs, \) and \( t' = 2pt. \)

41. \( (y - y_0) \frac{d^2y}{dx^2} = \frac{2}{3} (1 - 2y) \left( \frac{dy}{dx} \right)^2. \)

42. \( (y - y_0) \frac{d^2y}{dx^2} = \frac{2}{3} (1 - 2y) \left( \frac{dy}{dx} \right)^2 + [py + q(1 - y) + ry^2(1 - y) \)

\( - \frac{1}{2}(p + q + r)y(1 - y) \frac{dy}{dx} + (3py^2 - 3q^2y(1 - y)^2 \)

\( - 3r^2y^2(1 - y)^2 - [3q' - \frac{3}{2}r(p + q + r)]y^2(1 - y)^2 \)

\( - [3q' - \frac{3}{2}(p + q + r)]y(1 - y)^2 + (3p' - \frac{3}{2}p(p + q + r)y^2(1 - y) \)

where \( 3p = 2v_1, \ q = v_1/v_1 + v_1 + E/v_1 + 2, \ 3r = v_1/v_1 - v_1 + E/v_1 - 2, \) where \( v_1 \) is any solution of the equation: \( 2v'' = v'^2 + 3v + 8cv^3 + 4dv^2 - E^3. \)

43. \( (y - y_0) \frac{d^2y}{dx^2} = \frac{3}{4} (1 - 2y) \left( \frac{dy}{dx} \right)^2. \)
44. \( (y-y^2) \frac{d^2y}{dx^2} = \frac{3}{4} (1-2y) \left( \frac{dy}{dx} \right)^2 + ay(1-y)^2 + by^2(1-y) + 2cy^2(1-y)^2. \)

45. \( (y-y^4) \frac{d^2y}{dx^2} = \frac{3}{4} (1-2y) \left( \frac{dy}{dx} \right)^2 + \left[ ay(1-y) + b(1-y) + cy \frac{dy}{dx} \right] + 4d^2y^9(1-y)^2(1-2y) - b^2(1-y)^2 + c^2y^2 - hy(1-y)^2 + ky^2(1-y), \)

where \( a = (v'_1 - v'_i) / (v_2 - v_1), \ b - c = - \frac{3}{2} (v_1 + v_2), \ b + c = \frac{3}{2} (v'_1 - v'_i) / (v_2 - v_1), \ d = \frac{1}{2} (v_2 - v_1), \ h = 2b' + ab, \ k = 2c' + ac, \) and \( v_1, v_2 \) are solutions of \( v'' = 2v^3 + Sv + T, \) where \( S \) and \( T \) are the coefficients in equations 7, 8, or 9.

46. \( (y-y^4) \frac{d^2y}{dx^2} = \frac{3}{4} (1-2y) \left( \frac{dy}{dx} \right)^2 + \frac{1}{2} H' (y + 2y^2) \frac{dy}{dx} + 4a^2 \frac{H}{H^2} y^2(1-y)^2(1-2y) \)

\[ + \frac{3}{4} \left( \frac{H'}{H} \right)^2 y^2(1+y) + \frac{3}{2} \left( \frac{H'}{H} \right)' y^2(1-y) - Hy(1-y)^3, \]

where \( H = 2(v'_1 + v'_i) + b, v_1 \) being any solution of: \( v'' = 2v^3 + bv + a. \)

47. \( (y-y^4) \frac{d^2y}{dx^2} = \frac{3}{4} (1-2y) \left( \frac{dy}{dx} \right)^2 + \frac{1}{2} H' (y + 2y^2) \frac{dy}{dx} \)

\[ + y^2(1-y)^2(1-2y)(2a + 1)^2 + \left( \frac{3H'}{2H} \right)^2 y^2 - Hy(1-y)^3 + \]

\[ + \frac{3}{2} \left( 2 \left( \frac{H'}{H} \right)' - \left( \frac{H'}{H} \right)^2 \right) y^2(1-y), \]

where \( H = 2(v'_1 + v'_i) + x \) and \( v_1 \) is any solution of: \( v'' = 2x^3 + vx + a. \)

48. \( (y-y^2) \frac{d^2y}{dx^2} = \frac{1}{6} (4 - 7y) \left( \frac{dy}{dx} \right)^2 + (1-y)(ay + by + cy) \frac{dy}{dx} \)

\[ + \frac{3}{8} d^2y^2(1-y), \]

\[ - fy^2(1-y)^2 - 3c^2(1-y)^2 - gy^2 - hy(1-y)^2 + \frac{1}{3} ay^2(1-y), \]

where \( a = - \frac{10}{9} (w + w), b = \frac{1}{9} (2u + 5w), c = - \frac{4}{9} (w - 2u), f = \frac{3}{2} (p' - pq) - \frac{3}{4} p^2, \)

\[ g = - \frac{9}{2} d, \ h = 3(r' - rs) - \frac{3}{2} r^2, \]

in which

\[ u = \frac{z}{2} \left[ \frac{v'_2 - v'_i}{v_2 - v_1} + v'_3(v'_3 - v'_i) \right], \]

\[ z = \frac{1}{2} \left[ \frac{v'_2 - v'_i}{v_2 - v_1} - v'_3(v'_3 - v'_i) \right], \]

where \( v_1, v_2, v_3 \) are three particular solutions of: \( v'' = 6v^2 + S, S = 0, \) \( \frac{1}{2} r^2, \) or \( x. \)

49. \( y(1-y) (a-y) \frac{d^2y}{dx^2} = \frac{1}{2} [a - 2(a+1)y + 3y^2] \left( \frac{dy}{dx} \right)^2 + by^2(1-y)^2(a-y)^2\)

\[ + c(1-y)^2(a-y)^2 + dy^2(a-y)^2 + ey^2(1-y)^2, \]

50. \( y(1-y) (x-y) \frac{d^2y}{dx^2} = \frac{1}{2} [x - 2(x+1)y + 3y^2] \left( \frac{dy}{dx} \right)^2 + \frac{y(1-y)}{x(1-x)} \left[ (x+1)(2x+1)y \right] \frac{dy}{dx} \)

\[ + \frac{1}{2x^2(1-x)^2} (ay^2(1-y)^2(x-y)^2 - bx(1-y)^2(x-y)^2 - c(1-x) y^2(x-y)^2\]

\[ - dx(1-x) y^2(1-y)^2). \]
Appendix 2

Elements of the Linear Fractional Transformation

The following table gives the explicit values of $\psi_i(x)$, which are the elements of the transformation:

$$T) \quad y = \frac{a + bz}{c + dz}, \quad \Delta = ad - bc \neq 0$$

when this transformation is applied to the equation

$$L(y) = (A_0 + A_1y) \frac{dy}{dx} + (B_0 + B_1y) \frac{dy}{dx} + C_0 \left( \frac{dy}{dx} \right)^2 + D_0 + D_1y + D_2y^2 + D_3y^3 + D_4y^4 = 0.$$ 

The equation, $T) L(y) = M(z) = 0$, can then be written:

$$f_1(x, z) \frac{dz}{dx} + f_2(x, z) \left( \frac{dx}{dz} \right)^2 + f_3(x, z) z \frac{dz}{dx} + f_4(x, z) \frac{dz}{dx} + f_5(x, z) = 0,$$

where we define:

$$f_1(x, z) = \psi_1^2(x) + \psi_2^2(x) z + \psi_3^2(x) z^2 + \psi_4^2(x) z^3 + \psi_5^2(x) z^4.$$ 

Noting the explicit values: $\Delta' = a'd + ad' - b'c - bc'$, and $\Delta'' = a''d + 2a'd' + ad' - b'c - 2b'c - bc''$, we obtain the following expressions for $\psi_i(x)$:

$$\psi_1(x) = -\Delta c(A_0c + A_1a),$$

$$\psi_2(x) = -\Delta [2A_0cd + A_1(ad + bc)],$$

$$\psi_3(x) = -\Delta d(A_0d + A_1b), \quad \psi_4(x) = \psi_5(x) = 0.$$ 

$$\psi_i(x) = \Delta [2d(A_0c + A_1a) + \Delta C_0],$$

$$\psi_2^2(x) = 2\Delta d(A_0d + A_1b),$$

$$\psi_3^2(x) = 2d b^2 (C_0 + 2A_1) + 2bd^2 (A_0d - A_1b - C_0b) + d^2 b (C_0b - 2A_0d) = 0,$$

$$\psi_4^2(x) = \psi_5^2(x) = 0.$$ 

$$\psi_1(x) = A_0 (4acdd' - 2bc^2d - 2b^2cd') + A_1 (4a^2dd' - 2ab'cd - 2abcd') + C_0 (2bb'c^2 - 2ab'cd - 2abcd' + 2a^2dd'),$$

$$\psi_2(x) = 4d^2 A_0 (ad' - b'c) + A_1 (6abdd' - 2ab'd^2 - 2bb'cd - 2b^2cd') + 2C_0 (bc - ad) (bd - bd'),$$

$$\psi_3(x) = 2b(dbd' - b'd) (A_0d + A_1b),$$

$$\psi_4(x) = 0.$$ 

$$\psi_1(x) = (4c'\Delta - 2c\Delta')(A_0c + A_1a) + 2C_0 \Delta (ac' - a'c) - c\Delta (B_0c + B_1a),$$

$$\psi_2(x) = A_0 (6b'c^2d - 4acdd' - 2bc'd^2 - 4a'cd') + A_1 (4ab'cd + 2bb'c^2 - 2a^2dd' - 2abc'd - 2a^2bd' - 2a^2cd' - 2ab'cd' - 2b^2cd' - 2a^2dd' - 2abc'd - 2a^2bd' - 2a^2cd'),$$

$$- 2\Delta C_0 (a'd - bc') - 2\Delta B_0cd - \Delta B_1 (bc + ad),$$
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\[ \psi(x) = A_0(6b'c'd^2 - 4bcd'd' - 2ad^2d' - 2a'dd' + 2bc'd^2) + A_1(2ab'd^3 + 4bb'cd - 4abcd'd' - 2b'cd' - 2a'bd^2 + 2b'c'd) + B_d^2(2c'd - ad') + B_1bd'(bc - ad), \]
\[ \psi(x) = 2A_0d^2(b'd - bd') + 2A_1bd(b'd - bd'), \quad \psi(x) = 0. \]

From the above values, we also obtain the following sums:
\[ \psi(x) + \psi(x) = 4A_0(\Delta(c'd - c') - c'd') + 2A_1(2\Delta(bc' + ad') - \Delta'(ad + bc)) + 2C_0\Delta(ad^2 - bc'd + b'c')c - 2B_0\Delta cd - B_1\Delta(2bc + ad); \]
\[ \psi(x) + \psi(x) = (2d'\Delta - d\Delta')(A_0d + A_1b) + 2C_0\Delta(b'd - bd') + \Delta(B_0d + B_1b); \]
\[ \psi(x) + \psi(x) = 0. \]

\[ \psi(x) = (A_0c + A_1a)[c'(c' - ac') - 2c'(c' - ac')] + C_0(a'c - ac')^2 + (B_0c + B_1a)(c'ac - ac') + c'd + a'd + a_2d + a_3d_3, \]
\[ \psi(x) = A_0(3a'^2c^2 + b'^c - 2acc'd - b'c' - ac'd') - 4a_2c'd - 2b'c^2 \]
\[ - 2a'c^2d + 2a'd^2 + 2a'dd' + 2b'c'd' + 4acc'd') + A_1(a'b^2 + 2aa'c'd + ab'c - 2abc - a'c - ac'd' - 2a'c'd - 2abc - ab'c' - 2ab'c' \]
\[ - 2aa'c'd + 4ab'c + 4a'c'd' + 2C_0(a'b^2 + 2a'd - a'c') - ab'c' - aa'c'd + ab'c + a_3d_3) + B_0(3a'c^2 + b^2 + 2a'c'd - 2abc'd - b'c^2 \]
\[ - 2abc'd - a'c'd) + B_1(a'bc + 2aa'c'd - ab'c - 2ac'd - 2abc'd - a'c'd) \]
\[ + 4c'd + D_1 + D_2 + D_3 + 3a_2d + 2b'c^2 + 2a'd + 2d_3, \]
\[ \psi(x) = A_0(3a'^2c^2 + 3b'^c - ac'd - 2bcd' - ac'd' - b'd') - a'c^2d' \]
\[ - 4b'c^2d' - 4a'c^2d' + 2b'c^2d + 4ac'd'd + 4b'c'd) \]
\[ + A_1(aa'c'd + 2ab'c + 2a'c'b + bb'^c - 2abc'd - 2a'c'd' - b'c'd - 2abc'd - 2ab'c'd' - 2a'c'd' \]
\[ - 2ab'c'd - 2ab'c'd - 2a'c'd' - 2a'c'd' - 2abc'd - 2ab'c'd' - 2a'c'd' \]
\[ + 8abc'd' + C_0(b'^2c'a + 2a'^2d + 4a'c'b c - 2a'bd' - 2bb'c'd - 2abd' - 2bb'c'd' - 2a'c'd' - 2abd' \]
\[ - 2bb'c'd' - 2a'c'bd' + b'c^2 + 4abc'd') + B_0(3a'c^2 + 3b'c^2 + 2b'c^2 \]
\[ - 2b'c^2d - 2a'c'd' - b'c^2d') + B_1(aa'c'd + 2a'c'bd + 2ab'c'd + bb'c^2 \]
\[ - 2a'c'd - b'c^2 - a'c^2d' - 2a'bd' + 2c'd' + 6c'd^2D_0 + (3a_2d^2 + 3b'/c^2)D_1 \]
\[ + (a'd^2 + 4abcd + b_3c^2)D_2 + (3a'd^2 + 3b_3d^2)D_2, \]
\[ \psi(x) = A_0(b'^2c^2 + a'^2d + 2b'c'^2d - bc'd^2 - 2bcd' - ad'd' - b'c'd' + 2a''b^2d^3 + 2b'c'd - 2a'b'd' - b'c'd' - 2bb'c'd - 2ab'd' - 2bb'c'd + 2b'c^2d + 2abd') + B_0(a'd^2 + 3b'c^2 \]
\[ - b'c'd - 2a'c'd' - 2bcd' - 2bb'c'd - 2a'c'd' + 4c'dD_0 + (a'd^2 + 3b_2d^2)D_1 \]
\[ + (2abd^2 + 2b'c)D_2 + (b'c + 3a_2d^2)D_3, \]
\[ \psi(x) = (A_0d + A_1b)(d(b'd - bd') - 2d'(b'd - bd')) + C_0(b'd - bd')^2 + B_0d^2(b'd - bd') + B_1bd(b'd - bd') + d(d^2D_0 + b'd^2D_1 + b'dD_2 + b_3D_3). \]
Appendix 3

Coefficients of the Expansions of the First Painlevé Transcendent

The following table gives the values of the coefficients of the expansion of the solution of the equation

$$\frac{d^2y}{dx^2} = 6y + \lambda x,$$

(1)

in the neighborhood of the movable pole: \(x = x_1\). The values of the coefficients are those in the solution,

$$y = \frac{a_{-3}}{v^3} + \frac{a_{-1}}{v} + a_0 + a_1v + a_2v^2 + \ldots, \quad v = x - x_0,$$

(2)

and they can be computed successively from the formula:

$$a_n = \frac{6}{n^2 - n - 12} \sum_{k=-1}^{n-3} a_k a_{n-k-2}, \quad n > 4.$$  

(3)

\(a_{-3} = 1, \quad a_{-1} = a_5 = a_0 = 0, \quad a_2 = -\lambda x_1/10, \quad a_3 = -\lambda/6, \quad a_4 = h, \quad a_5 = 0,$$

$$a_6 = -\frac{\lambda^2 x_1^2}{19,500}, \quad a_7 = \frac{\lambda^2 x_1}{150}, \quad a_8 = \frac{3\lambda h x_1}{110} + \frac{\lambda^2}{264}, \quad a_9 = \frac{-\lambda h}{30},$$

$$a_{10} = \frac{-\lambda^2 x_1^2}{97,500}, \quad a_{11} = \frac{-11\lambda^2 x_1^2}{73,500}, \quad a_{12} = \frac{\lambda x_1}{100} \left[ h x_1 \left( \frac{3}{110} + \frac{1}{30} \right) - \lambda \left( \frac{1}{1264} + \frac{1}{90} \right) \right],$$

$$a_{13} = \frac{\lambda^3}{12} \left[ h x_1 \left( \frac{1}{100} + \frac{1}{220} \right) - \lambda \frac{1}{1384} \right],$$

$$a_{14} = \frac{1}{85} \left[ \lambda^4 x_1 \left( \frac{1}{30,000} + \frac{1}{32,500} \right) - \lambda h x_1 \left( \frac{9}{55} + \frac{3}{65} \right) + \lambda^3 h \left( \frac{1}{30} + \frac{1}{44} \right) \right],$$

$$a_{15} = \frac{\lambda^4 x_1^2}{500} \left[ \frac{1}{15.147} + \frac{1}{33.45} + \frac{1}{99.39} \right] - \frac{2\lambda h^2}{13.55},$$

$$a_{16} = \frac{\lambda^4 x_1^2}{3800} \left[ \frac{1}{1320} + \frac{1}{450} + \frac{11}{2205} + \frac{3}{396} + \frac{1}{225} \right] \lambda h x_1 \left[ \frac{1}{150} + \frac{3}{550} + \frac{2}{195} + \frac{1}{55} \right] + \frac{h^3}{247}. $$
The coefficients of the expansion
\[ y = y_0 + y_0'(x - x_0) + \frac{y_0''}{2!} (x - x_0)^2 + \frac{y_0^{(3)}}{3!} (x - x_0)^3 + \ldots, \]
where \( y \) is a solution of equation (1), may be obtained explicitly from the following table of values of the derivatives:

\[
\begin{align*}
y'' &= 6y + \lambda x; \quad y^{(3)} = 12yy' + \lambda; \quad y^{(4)} = 12[yy'' + y''] + \lambda y''; \\
y^{(5)} &= 12[yy^{(3)} + 3y'y''] + 15y'y'' + 10(y^{(3)})^2; \\
y^{(6)} &= 12[yy^{(4)} + 4y'y^{(3)} + 3y'y'' + 5y'y'''] + 10(y^{(3)})^3; \\
y^{(7)} &= 12[yy^{(5)} + 6y'y^{(4)} + 15y'y'y'' + 10(y^{(3)})^4]; \\
y^{(8)} &= 12[yy^{(6)} + 7y'y^{(5)} + 21y'y'y'' + 35y'y''' + 5y'y'''] + 10(y^{(3)})^5; \\
y^{(9)} &= 12[yy^{(7)} + 8y'y^{(6)} + 28y'y'y^{(5)} + 56y'y'y'' + 35(y^{(3)})^6] + 10(y^{(3)})^6; \\
y^{(10)} &= 12[yy^{(8)} + 9y'y^{(7)} + 36y'y'y^{(6)} + 84y'y'y'' + 56(y^{(3)})^7] + 10(y^{(3)})^7; \\
y^{(11)} &= 12[yy^{(9)} + 10y'y^{(8)} + 45y'y'y^{(7)} + 120y'y'y'' + 210y'y'y''' + 126(y^{(3)})^8] + 10(y^{(3)})^8; \\
y^{(12)} &= 12[yy^{(10)} + 11y'y^{(9)} + 55y'y'y^{(8)} + 165y'y'y'' + 330y'y'y'' + 462(y^{(3)})^9] + 10(y^{(3)})^9; \\
y^{(13)} &= 12[yy^{(11)} + 12y'y^{(10)} + 66y'y'y^{(9)} + 220y'y'y'' + 495y'y'y''' + 792y'y'y'''] + 462(y^{(3)})^{10}; \\
y^{(14)} &= 12[yy^{(12)} + 13y'y^{(11)} + 286y'y'y^{(10)} + 210y'y'y'' + 462y'y'y''' + 792y'y'y'''] + 1716y'y'y''''; \\
y^{(15)} &= 12[yy^{(13)} + 14y'y^{(12)} + \ldots] + 28y'y'y^{(11)} + 715y'y'y'' + 1287y'y'y''' + 1716y'y'y''''].
\end{align*}
\]
Appendix 4

Coefficients of the Expansions of the
Second Painlevé Transcendent

The following table gives the values of the coefficients of the expansion of the solution of the equation
\[
\frac{d^2 y}{dx^2} = 2y^3 + xy + \mu,
\]
in the neighborhood of the movable pole: \(x = x_1\). The values of the coefficients are those in the solution:
\[
y = -\frac{a_{-1}}{v} + a_0 + a_1v + a_2v^2 + a_3v^3 + \ldots, \quad v = x - x_1.
\]

They can be computed successively from formula (4) of Section 11, Chapter 8.

\[a_{-1} = 1, \quad a_0 = 0, \quad a_1 = -x_1/6, \quad a_2 = -\frac{1}{3}(1 + \mu), \quad a_3 = h,\]
\[a_4 = \frac{1}{27}x_1(1 + 3\mu), \quad a_5 = \frac{1}{324}(27 + 108\mu - 216hx_1 + 81\mu^3 - 2x_1^2),\]
\[a_6 = -\frac{1}{864}(2x_1^3 + 3\mu x_1^2 + 72h + 108\mu h),\]
\[a_7 = \frac{1}{1081}[x_1 - a_1 + \frac{1}{24}(1 + \mu)(1 + 3\mu) - \frac{1}{24}hx_1 + \frac{1}{16}(1 + \mu)^2 - \frac{1}{72}(1 + 3\mu)] + 6h^2,\]
\[a_8 = \frac{1}{90}[x_1 - a_1 + \frac{1}{3}h(1 + 3\mu) + \frac{1}{432}x_1^2(1 + 3\mu) + \frac{1}{3}h(1 + \mu)\]
\[\quad - \frac{1}{18}(1 + \mu^3 - a_4(2 + 3\mu))],\]
\[a_9 = \frac{1}{864}[x_1(1 + h^2) + x_1^2(\frac{1}{864}(1 + 3\mu)^3 + \frac{1}{6}a_5 + \frac{1}{144}(1 + \mu)(1 + 3\mu)\]
\[\quad + h[12a_3 + \frac{3}{8}(1 + \mu)^3] - (2 + 3\mu)a_6],\]
\[a_{10} = \frac{1}{96}[x_1 - a_1 + \frac{1}{3}(2 + 3\mu)a_5 + \frac{1}{162}(1 + \mu)^2(1 + 3\mu)] + x_1^2(\frac{1}{5}a_5 - \frac{1}{90}h(1 + 3\mu)\]
\[\quad + 12ha_5 - \frac{3}{2}h^2(1 + \mu) - (2 + 3\mu)a_7],\]
\[a_{11} = \frac{1}{104}[x_1 - a_1 + \frac{1}{3}(2 + 3\mu)a_6 - \frac{1}{24}h(1 + \lambda)(1 + 3\lambda) - 2ha_7\]
\[\quad + x_1^2(\frac{1}{6}a_7 - \frac{1}{855}(1 + 3\mu)^2) + 6a_5^2 + \frac{3}{8}(1 + \mu)^2a_6 + 12ha_8 - (2 + 3\mu)a_8 + 2h^3],\]
\[a_{12} = \frac{1}{120}[x_1 - a_1 + \frac{1}{6}(2 + 3\mu)a_7 + \frac{1}{12}h^2(1 + 3\mu) - 2ha_7\]
\[\quad - x_1^2(\frac{1}{855}(1 + \mu)(1 + 3\mu)^2 + \frac{1}{96}(1 + 3\mu)a_5 + \frac{1}{8}a_5\]
\[\quad - (2 + 3\mu)a_7 + 12ha_8 + 12a_5a_6 + \frac{3}{8}(1 + \mu)^2a_6 - 3(1 + \mu)ha_7],
\]
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\[ a_{13} = \frac{1}{165}[x_1 - a_{11} + \frac{1}{3}(2 + 3\mu)a_8 - 2\mu a_7 - a_2^2 - a_2 - \frac{1}{300}(1 + \mu)(1 + 3\mu)a_8 \]
\[ + \frac{1}{2}a_1 \chi + \frac{1}{600}(1 + 3\mu)a_8 + \frac{1}{360}a_1 + \frac{1}{600}(1 + 3\mu)^2 + 12\mu a_8 - (2 + 3\mu)a_{10} \]
\[ + 12a_8a_7 + 6a_8^2 + \frac{3}{8}(1 + \mu)^2a_7 - 3(1 + \mu)ha_8 + 6h^2a_8], \]
\[ a_{14} = \frac{1}{175}[x_1 - a_{12} + \frac{1}{3}(2 + 3\mu)a_8 - 2\mu a_8 - 2a_8a_7 - \frac{1}{24}(1 + \mu)(1 + 3\mu)a_8 \]
\[ + \frac{1}{6}h(1 + 3\mu)a_8 + \frac{1}{2}(1 + 3\mu)a_1 - \frac{1}{30}a_1^2 + \frac{1}{10}(1 + 3\mu)^2 + 12\mu a_8 - (2 + 3\mu)a_{11} \]
\[ + 12a_8a_7 + 12a_8a_8 + \frac{3}{8}(1 + \mu)^2a_7 - 3(1 + \mu)ha_8 \]
\[ - 3(1 + \mu)a_7a_7 + 6h^2a_7 + 6h^2a_8], \]
\[ a_{15} = \frac{1}{200}[x_1 - a_{13} + \frac{1}{3}(2 + 3\mu)a_10 - 2\mu a_8 - 2a_8a_7 - a_2^2 - \frac{1}{24}(1 + \mu)(1 + 3\mu)a_7 \]
\[ + \frac{1}{6}h(1 + 3\mu)a_8 + \frac{1}{2}(1 + 3\mu)a_1 - \frac{1}{30}a_1^2 + \frac{1}{10}(1 + 3\mu)^2a_8 + 12\mu a_11 \]
\[ - (2 + 3\mu)a_{12} + 12a_8a_8 + 12a_8a_8 + 6a_8^2 + \frac{3}{8}(1 + \mu)^2a_8 - 3(1 + \mu)ha_8 \]
\[ - 3(1 + \mu)a_7a_8 + 6h^2a_7 + 6h^2a_8]. \]

The coefficients of the expansion
\[ y = y_0 + y'(x - x_0) + \frac{y''}{2!}(x - x_0)^2 + \frac{y'''(x - x_0)^3}{3!} + \ldots, \]
where \( y \) is a solution of equation (1), may be obtained explicitly from the following table of values of the derivatives:

\[ y'' = 2y^3 + xy + \mu, \quad y^{(3)} = 6y^2y' + xy' + y, \]
\[ y^{(4)} = 6y^3y'' + 12yy''y + xy' + 2y', \]
\[ y^{(5)} = 12y^3 + 36yy'y' + 6y^2y'' + xy'' + 3y''', \]
\[ y^{(6)} = 72y^2y'' + 36yy'y'' + 48yy'y'' + 6y^2y'' + xy'' + 4y^{(3)}, \]
\[ y^{(7)} = 180y'y'^2 + 120y^2y + 120yy'y + 60yy'y + 6y^2y + xy'' + 5y^{(4)}, \]
\[ y^{(8)} = 180y'^3 + 720y'y'+y^{(5)} + 180y^2y + 120y(y^{(3)})^3 + 180yy'y + 72yy'y + \]
\[ + 6y^2y + xy'' + 6y^{(5)}, \]
\[ y^{(9)} = 1260y'^2 + 840y^{(3)} + 2y' + 1260y'y + 252y^2y + 420yy'y + \]
\[ + 252yy'y + 84yy'y + 6y^2y + xy'' + 5y^{(6)}, \]
\[ y^{(10)} = 420y'y + 3360y'y'' + 2520y'^2y + 336y^2y + 2016y'y'' + \]
\[ + 1680y'^3 + 672yy'y + 96yy'y + 336yy'y + 6y^2y + xy'' + 8y^{(7)}.{/text}
### Table I

The values tabulated are approximations of $y(x)$ and $y'(x)$, where $y(x)$ is the solution of $y'' = 6y^2 + \lambda x$, for initial values: $y = 1$, $y' = 0$, $x = 0$, and for $\lambda = 0, 1, 2, 3, 4, 5$.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$\lambda = 0$</th>
<th>$\lambda = 1$</th>
<th>$\lambda = 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$y$</td>
<td>$y'$</td>
<td>$y$</td>
</tr>
<tr>
<td>0.00</td>
<td>1.0000</td>
<td>0.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>0.01</td>
<td>1.0003</td>
<td>0.0600</td>
<td>1.0003</td>
</tr>
<tr>
<td>0.02</td>
<td>1.0012</td>
<td>0.1201</td>
<td>1.0012</td>
</tr>
<tr>
<td>0.03</td>
<td>1.0027</td>
<td>0.1803</td>
<td>1.0027</td>
</tr>
<tr>
<td>0.04</td>
<td>1.0048</td>
<td>0.2408</td>
<td>1.0048</td>
</tr>
<tr>
<td>0.05</td>
<td>1.0075</td>
<td>0.3015</td>
<td>1.0075</td>
</tr>
<tr>
<td>0.06</td>
<td>1.0108</td>
<td>0.3626</td>
<td>1.0109</td>
</tr>
<tr>
<td>0.07</td>
<td>1.0148</td>
<td>0.4241</td>
<td>1.0148</td>
</tr>
<tr>
<td>0.08</td>
<td>1.0193</td>
<td>0.4862</td>
<td>1.0194</td>
</tr>
<tr>
<td>0.09</td>
<td>1.0245</td>
<td>0.5489</td>
<td>1.0246</td>
</tr>
<tr>
<td>0.10</td>
<td>1.0303</td>
<td>0.6122</td>
<td>1.0304</td>
</tr>
<tr>
<td>0.11</td>
<td>1.0367</td>
<td>0.6762</td>
<td>1.0369</td>
</tr>
<tr>
<td>0.12</td>
<td>1.0438</td>
<td>0.7412</td>
<td>1.0441</td>
</tr>
<tr>
<td>0.13</td>
<td>1.0515</td>
<td>0.8070</td>
<td>1.0519</td>
</tr>
<tr>
<td>0.14</td>
<td>1.0599</td>
<td>0.8739</td>
<td>1.0604</td>
</tr>
<tr>
<td>0.15</td>
<td>1.0690</td>
<td>0.9418</td>
<td>1.0696</td>
</tr>
<tr>
<td>0.16</td>
<td>1.0788</td>
<td>1.0110</td>
<td>1.0795</td>
</tr>
<tr>
<td>0.17</td>
<td>1.0892</td>
<td>1.0815</td>
<td>1.0901</td>
</tr>
<tr>
<td>0.18</td>
<td>1.1004</td>
<td>1.1534</td>
<td>1.1014</td>
</tr>
<tr>
<td>0.19</td>
<td>1.1123</td>
<td>1.2269</td>
<td>1.1135</td>
</tr>
<tr>
<td>0.20</td>
<td>1.1249</td>
<td>1.3019</td>
<td>1.1263</td>
</tr>
<tr>
<td>0.21</td>
<td>1.1383</td>
<td>1.3788</td>
<td>1.1399</td>
</tr>
<tr>
<td>0.22</td>
<td>1.1525</td>
<td>1.4575</td>
<td>1.1544</td>
</tr>
<tr>
<td>0.23</td>
<td>1.1675</td>
<td>1.5382</td>
<td>1.1696</td>
</tr>
<tr>
<td>0.24</td>
<td>1.1833</td>
<td>1.6211</td>
<td>1.1857</td>
</tr>
<tr>
<td>0.25</td>
<td>1.1999</td>
<td>1.7063</td>
<td>1.2026</td>
</tr>
<tr>
<td>0.26</td>
<td>1.2174</td>
<td>1.7939</td>
<td>1.2205</td>
</tr>
<tr>
<td>0.27</td>
<td>1.2358</td>
<td>1.8842</td>
<td>1.2392</td>
</tr>
<tr>
<td>0.28</td>
<td>1.2551</td>
<td>1.9772</td>
<td>1.2589</td>
</tr>
<tr>
<td>0.29</td>
<td>1.2753</td>
<td>2.0733</td>
<td>1.2796</td>
</tr>
<tr>
<td>0.30</td>
<td>1.2965</td>
<td>2.1725</td>
<td>1.3013</td>
</tr>
</tbody>
</table>
Table I—Continued

<table>
<thead>
<tr>
<th>x</th>
<th>(\lambda=0)</th>
<th>y</th>
<th>y'</th>
<th>(\lambda=1)</th>
<th>y</th>
<th>y'</th>
<th>(\lambda=2)</th>
<th>y</th>
<th>y'</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.31</td>
<td>1.3188</td>
<td>2.2751</td>
<td>1.3241</td>
<td>2.3289</td>
<td>1.3295</td>
<td>2.3831</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.32</td>
<td>1.3420</td>
<td>2.3813</td>
<td>1.3480</td>
<td>2.4392</td>
<td>1.3539</td>
<td>2.4974</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.33</td>
<td>1.3604</td>
<td>2.4913</td>
<td>1.3729</td>
<td>2.5535</td>
<td>1.3795</td>
<td>2.6159</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.34</td>
<td>1.3919</td>
<td>2.6054</td>
<td>1.3991</td>
<td>2.6721</td>
<td>1.4062</td>
<td>2.7390</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.35</td>
<td>1.4185</td>
<td>2.7238</td>
<td>1.4264</td>
<td>2.7952</td>
<td>1.4343</td>
<td>2.8669</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.36</td>
<td>1.4464</td>
<td>2.8469</td>
<td>1.4550</td>
<td>2.9233</td>
<td>1.4636</td>
<td>3.0000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.37</td>
<td>1.4755</td>
<td>2.9750</td>
<td>1.4849</td>
<td>3.0566</td>
<td>1.4943</td>
<td>3.1385</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.38</td>
<td>1.5059</td>
<td>3.1083</td>
<td>1.5162</td>
<td>3.1954</td>
<td>1.5264</td>
<td>3.2829</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.39</td>
<td>1.5377</td>
<td>3.2472</td>
<td>1.5488</td>
<td>3.3401</td>
<td>1.5600</td>
<td>3.4334</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.40</td>
<td>1.5709</td>
<td>3.3921</td>
<td>1.5830</td>
<td>3.4912</td>
<td>1.5951</td>
<td>3.5906</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.41</td>
<td>1.6055</td>
<td>3.5435</td>
<td>1.6187</td>
<td>3.6490</td>
<td>1.6318</td>
<td>3.7549</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.42</td>
<td>1.6417</td>
<td>3.7016</td>
<td>1.6560</td>
<td>3.8139</td>
<td>1.6702</td>
<td>3.9267</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.43</td>
<td>1.6796</td>
<td>3.8671</td>
<td>1.6950</td>
<td>3.9866</td>
<td>1.7104</td>
<td>4.1066</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.44</td>
<td>1.7191</td>
<td>4.0403</td>
<td>1.7357</td>
<td>4.1674</td>
<td>1.7524</td>
<td>4.2951</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.45</td>
<td>1.7604</td>
<td>4.2219</td>
<td>1.7783</td>
<td>4.3571</td>
<td>1.7963</td>
<td>4.4929</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.46</td>
<td>1.8036</td>
<td>4.4124</td>
<td>1.8229</td>
<td>4.5561</td>
<td>1.8423</td>
<td>4.7006</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.47</td>
<td>1.8487</td>
<td>4.6125</td>
<td>1.8695</td>
<td>4.7652</td>
<td>1.8903</td>
<td>4.9188</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.48</td>
<td>1.8958</td>
<td>4.8228</td>
<td>1.9182</td>
<td>4.9852</td>
<td>1.9407</td>
<td>5.1484</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.49</td>
<td>1.9452</td>
<td>5.0441</td>
<td>1.9692</td>
<td>5.2166</td>
<td>1.9934</td>
<td>5.3902</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>1.9968</td>
<td>5.2772</td>
<td>2.0226</td>
<td>5.4606</td>
<td>2.0485</td>
<td>5.6452</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.51</td>
<td>2.0508</td>
<td>5.523</td>
<td>2.0785</td>
<td>5.718</td>
<td>2.1063</td>
<td>5.914</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.52</td>
<td>2.1073</td>
<td>5.782</td>
<td>2.1370</td>
<td>5.990</td>
<td>2.1669</td>
<td>6.198</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.53</td>
<td>2.1665</td>
<td>6.056</td>
<td>2.1983</td>
<td>6.277</td>
<td>2.2303</td>
<td>6.499</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.54</td>
<td>2.2284</td>
<td>6.346</td>
<td>2.2626</td>
<td>6.580</td>
<td>2.2969</td>
<td>6.817</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.55</td>
<td>2.2934</td>
<td>6.653</td>
<td>2.3300</td>
<td>6.902</td>
<td>2.3667</td>
<td>7.154</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.56</td>
<td>2.3615</td>
<td>6.978</td>
<td>2.4007</td>
<td>7.243</td>
<td>2.4400</td>
<td>7.512</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.57</td>
<td>2.4330</td>
<td>7.322</td>
<td>2.4749</td>
<td>7.606</td>
<td>2.5170</td>
<td>7.891</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.58</td>
<td>2.5081</td>
<td>7.689</td>
<td>2.5529</td>
<td>7.990</td>
<td>2.5979</td>
<td>8.295</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.59</td>
<td>2.5869</td>
<td>8.078</td>
<td>2.6348</td>
<td>8.400</td>
<td>2.6830</td>
<td>8.725</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.60</td>
<td>2.6697</td>
<td>8.492</td>
<td>2.7210</td>
<td>8.836</td>
<td>2.7725</td>
<td>9.183</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.61</td>
<td>2.7568</td>
<td>8.934</td>
<td>2.8117</td>
<td>9.301</td>
<td>2.8668</td>
<td>9.672</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.62</td>
<td>2.8485</td>
<td>9.405</td>
<td>2.9071</td>
<td>9.798</td>
<td>2.9661</td>
<td>10.19</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.63</td>
<td>2.9450</td>
<td>9.909</td>
<td>3.0077</td>
<td>10.33</td>
<td>3.0708</td>
<td>10.75</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.64</td>
<td>3.0467</td>
<td>10.45</td>
<td>3.1138</td>
<td>10.90</td>
<td>3.1813</td>
<td>11.35</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.65</td>
<td>3.1540</td>
<td>11.02</td>
<td>3.2258</td>
<td>11.51</td>
<td>3.2980</td>
<td>12.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.66</td>
<td>3.2673</td>
<td>11.64</td>
<td>3.3441</td>
<td>12.16</td>
<td>3.4214</td>
<td>12.69</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.67</td>
<td>3.3870</td>
<td>12.31</td>
<td>3.4691</td>
<td>12.86</td>
<td>3.5519</td>
<td>13.43</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.68</td>
<td>3.5135</td>
<td>13.02</td>
<td>3.6015</td>
<td>13.62</td>
<td>3.6901</td>
<td>14.23</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.69</td>
<td>3.6475</td>
<td>13.79</td>
<td>3.7417</td>
<td>14.43</td>
<td>3.8367</td>
<td>15.09</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.70</td>
<td>3.7895</td>
<td>14.62</td>
<td>3.8904</td>
<td>15.32</td>
<td>3.9922</td>
<td>16.02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x$</td>
<td>$y$</td>
<td>$y'$</td>
<td>$\lambda=0$</td>
<td>$y$</td>
<td>$y'$</td>
<td>$\lambda=1$</td>
<td>$y$</td>
<td>$y'$</td>
<td>$\lambda=2$</td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-------------</td>
<td>-----</td>
<td>-----</td>
<td>-------------</td>
<td>-----</td>
<td>-----</td>
<td>-------------</td>
</tr>
<tr>
<td>0.71</td>
<td>3.9401</td>
<td>15.51</td>
<td>4.0482</td>
<td>16.27</td>
<td>4.1574</td>
<td>17.03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.72</td>
<td>4.1000</td>
<td>16.48</td>
<td>4.2160</td>
<td>17.30</td>
<td>4.3332</td>
<td>18.13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.73</td>
<td>4.2700</td>
<td>17.53</td>
<td>4.3945</td>
<td>18.42</td>
<td>4.5203</td>
<td>19.32</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.74</td>
<td>4.4509</td>
<td>18.67</td>
<td>4.5847</td>
<td>19.63</td>
<td>4.7199</td>
<td>20.61</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>4.6438</td>
<td>19.91</td>
<td>4.7875</td>
<td>20.96</td>
<td>4.9330</td>
<td>22.03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.76</td>
<td>4.8495</td>
<td>21.27</td>
<td>5.0042</td>
<td>22.40</td>
<td>5.1609</td>
<td>23.57</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.77</td>
<td>5.0694</td>
<td>22.74</td>
<td>5.2360</td>
<td>23.98</td>
<td>5.4049</td>
<td>25.26</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.78</td>
<td>5.3048</td>
<td>24.35</td>
<td>5.4844</td>
<td>25.71</td>
<td>5.6666</td>
<td>27.11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.79</td>
<td>5.5570</td>
<td>26.12</td>
<td>5.7509</td>
<td>27.61</td>
<td>5.9477</td>
<td>29.15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.80</td>
<td>5.8277</td>
<td>28.07</td>
<td>6.0373</td>
<td>29.71</td>
<td>6.2503</td>
<td>31.40</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.81</td>
<td>6.119</td>
<td>30.2</td>
<td>6.346</td>
<td>32.0</td>
<td>6.576</td>
<td>33.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.82</td>
<td>6.433</td>
<td>32.6</td>
<td>6.678</td>
<td>34.6</td>
<td>6.929</td>
<td>36.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.83</td>
<td>6.771</td>
<td>35.2</td>
<td>7.038</td>
<td>37.4</td>
<td>7.310</td>
<td>39.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.84</td>
<td>7.137</td>
<td>38.1</td>
<td>7.427</td>
<td>40.5</td>
<td>7.724</td>
<td>43.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.85</td>
<td>7.534</td>
<td>41.4</td>
<td>7.850</td>
<td>44.0</td>
<td>8.173</td>
<td>46.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.86</td>
<td>7.964</td>
<td>44.9</td>
<td>8.309</td>
<td>48.0</td>
<td>8.663</td>
<td>51.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.87</td>
<td>8.433</td>
<td>48.9</td>
<td>8.811</td>
<td>52.4</td>
<td>9.198</td>
<td>56.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.88</td>
<td>8.944</td>
<td>53.5</td>
<td>9.359</td>
<td>57.3</td>
<td>9.784</td>
<td>61.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.89</td>
<td>9.504</td>
<td>58.6</td>
<td>9.959</td>
<td>62.9</td>
<td>10.43</td>
<td>67.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90</td>
<td>10.12</td>
<td>64.3</td>
<td>10.62</td>
<td>69.3</td>
<td>11.14</td>
<td>74.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.91</td>
<td>10.79</td>
<td>70.9</td>
<td>11.35</td>
<td>76.5</td>
<td>11.92</td>
<td>82.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.92</td>
<td>11.54</td>
<td>78.4</td>
<td>12.15</td>
<td>84.8</td>
<td>12.79</td>
<td>91.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.93</td>
<td>12.36</td>
<td>86.9</td>
<td>13.05</td>
<td>94.3</td>
<td>13.76</td>
<td>102.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.94</td>
<td>13.28</td>
<td>96.8</td>
<td>14.05</td>
<td>105.</td>
<td>14.84</td>
<td>115.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.95</td>
<td>14.30</td>
<td>108.</td>
<td>15.16</td>
<td>118.</td>
<td>16.06</td>
<td>129.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.96</td>
<td>15.45</td>
<td>121.</td>
<td>16.41</td>
<td>133.</td>
<td>17.43</td>
<td>146.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.97</td>
<td>16.74</td>
<td>137.</td>
<td>17.83</td>
<td>151.</td>
<td>18.98</td>
<td>166.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.98</td>
<td>18.20</td>
<td>155.</td>
<td>19.44</td>
<td>171.</td>
<td>20.75</td>
<td>189.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.99</td>
<td>19.85</td>
<td>177.</td>
<td>21.27</td>
<td>196.</td>
<td>22.78</td>
<td>218.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x$</td>
<td>$\lambda=0$</td>
<td></td>
<td>$\lambda=1$</td>
<td></td>
<td>$\lambda=2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>------</td>
<td>------------------</td>
<td>---</td>
<td>------------------</td>
<td>---</td>
<td>------------------</td>
<td>---</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$y$</td>
<td>$y'$</td>
<td>$y$</td>
<td>$y'$</td>
<td>$y$</td>
<td>$y'$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.00</td>
<td>1.0000</td>
<td>0.0000</td>
<td>1.0000</td>
<td>0.0000</td>
<td>1.0000</td>
<td>0.0000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>1.0003</td>
<td>-0.0600</td>
<td>1.0003</td>
<td>-0.0600</td>
<td>1.0003</td>
<td>-0.0601</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>1.0012</td>
<td>-0.1201</td>
<td>1.0012</td>
<td>-0.1199</td>
<td>1.0012</td>
<td>-0.1201</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.03</td>
<td>1.0027</td>
<td>-0.1803</td>
<td>1.0027</td>
<td>-0.1799</td>
<td>1.0027</td>
<td>-0.1800</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.04</td>
<td>1.0048</td>
<td>-0.2408</td>
<td>1.0048</td>
<td>-0.2400</td>
<td>1.0048</td>
<td>-0.2400</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>1.0075</td>
<td>-0.3015</td>
<td>1.0075</td>
<td>-0.3002</td>
<td>1.0075</td>
<td>-0.3000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.06</td>
<td>1.0108</td>
<td>-0.3626</td>
<td>1.0108</td>
<td>-0.3608</td>
<td>1.0108</td>
<td>-0.3602</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.07</td>
<td>1.0148</td>
<td>-0.4241</td>
<td>1.0147</td>
<td>-0.4217</td>
<td>1.0147</td>
<td>-0.4206</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.08</td>
<td>1.0193</td>
<td>-0.4862</td>
<td>1.0192</td>
<td>-0.4830</td>
<td>1.0192</td>
<td>-0.4814</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.09</td>
<td>1.0245</td>
<td>-0.5489</td>
<td>1.0244</td>
<td>-0.5447</td>
<td>1.0243</td>
<td>-0.5425</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td>1.0303</td>
<td>-0.6122</td>
<td>1.0301</td>
<td>-0.6071</td>
<td>1.0301</td>
<td>-0.6041</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.11</td>
<td>1.0367</td>
<td>-0.6762</td>
<td>1.0365</td>
<td>-0.6701</td>
<td>1.0364</td>
<td>-0.6663</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.12</td>
<td>1.0438</td>
<td>-0.7412</td>
<td>1.0435</td>
<td>-0.7338</td>
<td>1.0434</td>
<td>-0.7290</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.13</td>
<td>1.0515</td>
<td>-0.8070</td>
<td>1.0512</td>
<td>-0.7984</td>
<td>1.0510</td>
<td>-0.7925</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.14</td>
<td>1.0599</td>
<td>-0.8739</td>
<td>1.0595</td>
<td>-0.8638</td>
<td>1.0592</td>
<td>-0.8568</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.15</td>
<td>1.0690</td>
<td>-0.9418</td>
<td>1.0685</td>
<td>-0.9303</td>
<td>1.0681</td>
<td>-0.9220</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.16</td>
<td>1.0788</td>
<td>-1.0110</td>
<td>1.0781</td>
<td>-0.9979</td>
<td>1.0777</td>
<td>-0.9882</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.17</td>
<td>1.0892</td>
<td>-1.0815</td>
<td>1.0884</td>
<td>-1.0666</td>
<td>1.0879</td>
<td>-1.0554</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.18</td>
<td>1.1004</td>
<td>-1.1534</td>
<td>1.0994</td>
<td>-1.1367</td>
<td>1.0988</td>
<td>-1.1238</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.19</td>
<td>1.1123</td>
<td>-1.2269</td>
<td>1.1112</td>
<td>-1.2081</td>
<td>1.1104</td>
<td>-1.1935</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.20</td>
<td>1.1249</td>
<td>-1.3019</td>
<td>1.1236</td>
<td>-1.2811</td>
<td>1.1227</td>
<td>-1.2646</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.21</td>
<td>1.1383</td>
<td>-1.3788</td>
<td>1.1368</td>
<td>-1.3556</td>
<td>1.1357</td>
<td>-1.3372</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.22</td>
<td>1.1525</td>
<td>-1.4575</td>
<td>1.1507</td>
<td>-1.4320</td>
<td>1.1494</td>
<td>-1.4114</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.23</td>
<td>1.1675</td>
<td>-1.5382</td>
<td>1.1654</td>
<td>-1.5102</td>
<td>1.1639</td>
<td>-1.4874</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.24</td>
<td>1.1833</td>
<td>-1.6211</td>
<td>1.1809</td>
<td>-1.5904</td>
<td>1.1792</td>
<td>-1.5652</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>1.1999</td>
<td>-1.7063</td>
<td>1.1972</td>
<td>-1.6728</td>
<td>1.1952</td>
<td>-1.6451</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.26</td>
<td>1.2174</td>
<td>-1.7939</td>
<td>1.2144</td>
<td>-1.7574</td>
<td>1.2121</td>
<td>-1.7271</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.27</td>
<td>1.2358</td>
<td>-1.8842</td>
<td>1.2324</td>
<td>-1.8446</td>
<td>1.2298</td>
<td>-1.8114</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.28</td>
<td>1.2551</td>
<td>-1.9772</td>
<td>1.2513</td>
<td>-1.9343</td>
<td>1.2483</td>
<td>-1.8982</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.29</td>
<td>1.2753</td>
<td>-2.0733</td>
<td>1.2711</td>
<td>-2.0269</td>
<td>1.2677</td>
<td>-1.9877</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.30</td>
<td>1.2965</td>
<td>-2.1725</td>
<td>1.2918</td>
<td>-2.1225</td>
<td>1.2881</td>
<td>-2.0800</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.31</td>
<td>1.3188</td>
<td>-2.2751</td>
<td>1.3135</td>
<td>-2.2213</td>
<td>1.3094</td>
<td>-2.1753</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.32</td>
<td>1.3420</td>
<td>-2.3813</td>
<td>1.3363</td>
<td>-2.3234</td>
<td>1.3316</td>
<td>-2.2738</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.33</td>
<td>1.3664</td>
<td>-2.4913</td>
<td>1.3600</td>
<td>-2.4292</td>
<td>1.3548</td>
<td>-2.3757</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.34</td>
<td>1.3919</td>
<td>-2.6054</td>
<td>1.3848</td>
<td>-2.5388</td>
<td>1.3791</td>
<td>-2.4813</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.35</td>
<td>1.4185</td>
<td>-2.7238</td>
<td>1.4108</td>
<td>-2.6526</td>
<td>1.4045</td>
<td>-2.5908</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.36</td>
<td>1.4464</td>
<td>-2.8469</td>
<td>1.4379</td>
<td>-2.7708</td>
<td>1.4310</td>
<td>-2.7045</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.37</td>
<td>1.4755</td>
<td>-2.9750</td>
<td>1.4662</td>
<td>-2.8936</td>
<td>1.4586</td>
<td>-2.8226</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.38</td>
<td>1.5059</td>
<td>-3.1083</td>
<td>1.4958</td>
<td>-3.0215</td>
<td>1.4874</td>
<td>-2.9455</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.39</td>
<td>1.5377</td>
<td>-3.2472</td>
<td>1.5267</td>
<td>-3.1546</td>
<td>1.5175</td>
<td>-3.0734</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.40</td>
<td>1.5709</td>
<td>-3.3921</td>
<td>1.5589</td>
<td>-3.2935</td>
<td>1.5489</td>
<td>-3.2068</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x$</td>
<td>$\lambda = 0$</td>
<td>$y$</td>
<td>$y'$</td>
<td>$\lambda = 1$</td>
<td>$y$</td>
<td>$y'$</td>
<td>$\lambda = 2$</td>
<td>$y$</td>
<td>$y'$</td>
</tr>
<tr>
<td>-----</td>
<td>---------------</td>
<td>------</td>
<td>-------</td>
<td>---------------</td>
<td>------</td>
<td>-------</td>
<td>---------------</td>
<td>------</td>
<td>-------</td>
</tr>
<tr>
<td>-0.41</td>
<td>1.6055</td>
<td>-3.5435</td>
<td></td>
<td>1.5926</td>
<td>-3.4384</td>
<td></td>
<td>1.5817</td>
<td>-3.3459</td>
<td></td>
</tr>
<tr>
<td>-0.42</td>
<td>1.6417</td>
<td>-3.7016</td>
<td></td>
<td>1.6277</td>
<td>-3.5898</td>
<td></td>
<td>1.6158</td>
<td>-3.4911</td>
<td></td>
</tr>
<tr>
<td>-0.43</td>
<td>1.6796</td>
<td>-3.8671</td>
<td></td>
<td>1.6644</td>
<td>-3.7481</td>
<td></td>
<td>1.6515</td>
<td>-3.6429</td>
<td></td>
</tr>
<tr>
<td>-0.44</td>
<td>1.7191</td>
<td>-4.0403</td>
<td></td>
<td>1.7027</td>
<td>-3.9137</td>
<td></td>
<td>1.6887</td>
<td>-3.8018</td>
<td></td>
</tr>
<tr>
<td>-0.45</td>
<td>1.7604</td>
<td>-4.2219</td>
<td></td>
<td>1.7427</td>
<td>-4.0873</td>
<td></td>
<td>1.7276</td>
<td>-3.9681</td>
<td></td>
</tr>
<tr>
<td>-0.46</td>
<td>1.8036</td>
<td>-4.4124</td>
<td></td>
<td>1.7844</td>
<td>-4.2693</td>
<td></td>
<td>1.7681</td>
<td>-4.1425</td>
<td></td>
</tr>
<tr>
<td>-0.47</td>
<td>1.8487</td>
<td>-4.6125</td>
<td></td>
<td>1.8281</td>
<td>-4.4606</td>
<td></td>
<td>1.8104</td>
<td>-4.3254</td>
<td></td>
</tr>
<tr>
<td>-0.48</td>
<td>1.8958</td>
<td>-4.8228</td>
<td></td>
<td>1.8737</td>
<td>-4.6614</td>
<td></td>
<td>1.8547</td>
<td>-4.5176</td>
<td></td>
</tr>
<tr>
<td>-0.49</td>
<td>1.9452</td>
<td>-5.0441</td>
<td></td>
<td>1.9213</td>
<td>-4.8725</td>
<td></td>
<td>1.9008</td>
<td>-4.7196</td>
<td></td>
</tr>
<tr>
<td>-0.50</td>
<td>1.9968</td>
<td>-5.2772</td>
<td></td>
<td>1.9712</td>
<td>-5.0948</td>
<td></td>
<td>1.9491</td>
<td>-4.9322</td>
<td></td>
</tr>
<tr>
<td>-0.51</td>
<td>2.0508</td>
<td>-5.523</td>
<td></td>
<td>2.0233</td>
<td>-5.329</td>
<td></td>
<td>1.9995</td>
<td>-5.156</td>
<td></td>
</tr>
<tr>
<td>-0.52</td>
<td>2.1073</td>
<td>-5.782</td>
<td></td>
<td>2.0778</td>
<td>-5.576</td>
<td></td>
<td>2.0522</td>
<td>-5.392</td>
<td></td>
</tr>
<tr>
<td>-0.53</td>
<td>2.1665</td>
<td>-6.056</td>
<td></td>
<td>2.1348</td>
<td>-5.837</td>
<td></td>
<td>2.1074</td>
<td>-5.641</td>
<td></td>
</tr>
<tr>
<td>-0.54</td>
<td>2.2284</td>
<td>-6.346</td>
<td></td>
<td>2.1946</td>
<td>-6.113</td>
<td></td>
<td>2.1651</td>
<td>-5.905</td>
<td></td>
</tr>
<tr>
<td>-0.55</td>
<td>2.2934</td>
<td>-6.653</td>
<td></td>
<td>2.2571</td>
<td>-6.405</td>
<td></td>
<td>2.2255</td>
<td>-6.183</td>
<td></td>
</tr>
<tr>
<td>-0.56</td>
<td>2.3615</td>
<td>-6.978</td>
<td></td>
<td>2.3227</td>
<td>-6.714</td>
<td></td>
<td>2.2888</td>
<td>-6.478</td>
<td></td>
</tr>
<tr>
<td>-0.57</td>
<td>2.4330</td>
<td>-7.322</td>
<td></td>
<td>2.3915</td>
<td>-7.041</td>
<td></td>
<td>2.3552</td>
<td>-6.790</td>
<td></td>
</tr>
<tr>
<td>-0.58</td>
<td>2.5081</td>
<td>-7.689</td>
<td></td>
<td>2.4636</td>
<td>-7.389</td>
<td></td>
<td>2.4247</td>
<td>-7.122</td>
<td></td>
</tr>
<tr>
<td>-0.59</td>
<td>2.5869</td>
<td>-8.078</td>
<td></td>
<td>2.5393</td>
<td>-7.759</td>
<td></td>
<td>2.4977</td>
<td>-7.473</td>
<td></td>
</tr>
<tr>
<td>-0.60</td>
<td>2.6697</td>
<td>-8.492</td>
<td></td>
<td>2.6188</td>
<td>-8.152</td>
<td></td>
<td>2.5742</td>
<td>-7.848</td>
<td></td>
</tr>
<tr>
<td>-0.61</td>
<td>2.7568</td>
<td>-8.934</td>
<td></td>
<td>2.7024</td>
<td>-8.570</td>
<td></td>
<td>2.6547</td>
<td>-8.246</td>
<td></td>
</tr>
<tr>
<td>-0.62</td>
<td>2.8485</td>
<td>-9.405</td>
<td></td>
<td>2.7903</td>
<td>-9.016</td>
<td></td>
<td>2.7392</td>
<td>-8.670</td>
<td></td>
</tr>
<tr>
<td>-0.64</td>
<td>3.0467</td>
<td>-10.45</td>
<td></td>
<td>2.9802</td>
<td>-10.00</td>
<td></td>
<td>2.9218</td>
<td>-9.606</td>
<td></td>
</tr>
<tr>
<td>-0.65</td>
<td>3.1540</td>
<td>-11.02</td>
<td></td>
<td>3.0830</td>
<td>-10.55</td>
<td></td>
<td>3.0204</td>
<td>-10.12</td>
<td></td>
</tr>
<tr>
<td>-0.66</td>
<td>3.2673</td>
<td>-11.64</td>
<td></td>
<td>3.1913</td>
<td>-11.13</td>
<td></td>
<td>3.1244</td>
<td>-10.68</td>
<td></td>
</tr>
<tr>
<td>-0.67</td>
<td>3.3870</td>
<td>-12.31</td>
<td></td>
<td>3.3057</td>
<td>-11.76</td>
<td></td>
<td>3.2341</td>
<td>-11.27</td>
<td></td>
</tr>
<tr>
<td>-0.68</td>
<td>3.5135</td>
<td>-13.02</td>
<td></td>
<td>3.4266</td>
<td>-12.43</td>
<td></td>
<td>3.3499</td>
<td>-11.91</td>
<td></td>
</tr>
<tr>
<td>-0.69</td>
<td>3.6475</td>
<td>-13.79</td>
<td></td>
<td>3.5545</td>
<td>-13.15</td>
<td></td>
<td>3.4723</td>
<td>-12.59</td>
<td></td>
</tr>
<tr>
<td>-0.72</td>
<td>4.1000</td>
<td>-16.48</td>
<td></td>
<td>3.9555</td>
<td>-15.69</td>
<td></td>
<td>3.8845</td>
<td>-14.98</td>
<td></td>
</tr>
<tr>
<td>-0.73</td>
<td>4.2700</td>
<td>-17.53</td>
<td></td>
<td>4.1473</td>
<td>-16.67</td>
<td></td>
<td>4.0389</td>
<td>-15.91</td>
<td></td>
</tr>
<tr>
<td>-0.74</td>
<td>4.4509</td>
<td>-18.67</td>
<td></td>
<td>4.3192</td>
<td>-17.74</td>
<td></td>
<td>4.2029</td>
<td>-16.91</td>
<td></td>
</tr>
<tr>
<td>-0.75</td>
<td>4.6438</td>
<td>-19.91</td>
<td></td>
<td>4.5023</td>
<td>-18.90</td>
<td></td>
<td>4.3774</td>
<td>-18.00</td>
<td></td>
</tr>
<tr>
<td>-0.76</td>
<td>4.8495</td>
<td>-21.27</td>
<td></td>
<td>4.6974</td>
<td>-20.16</td>
<td></td>
<td>4.5632</td>
<td>-19.18</td>
<td></td>
</tr>
<tr>
<td>-0.77</td>
<td>5.0694</td>
<td>-22.74</td>
<td></td>
<td>4.9058</td>
<td>-21.53</td>
<td></td>
<td>4.7614</td>
<td>-20.47</td>
<td></td>
</tr>
<tr>
<td>-0.78</td>
<td>5.3048</td>
<td>-24.35</td>
<td></td>
<td>5.1285</td>
<td>-23.04</td>
<td></td>
<td>4.9730</td>
<td>-21.88</td>
<td></td>
</tr>
<tr>
<td>-0.79</td>
<td>5.5570</td>
<td>-26.12</td>
<td></td>
<td>5.3669</td>
<td>-24.68</td>
<td></td>
<td>5.1994</td>
<td>-23.41</td>
<td></td>
</tr>
<tr>
<td>-0.80</td>
<td>5.8277</td>
<td>-28.07</td>
<td></td>
<td>5.6225</td>
<td>-26.48</td>
<td></td>
<td>5.4418</td>
<td>-15.10</td>
<td></td>
</tr>
<tr>
<td>$\lambda=0$</td>
<td>$\lambda=1$</td>
<td>$\lambda=2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------</td>
<td>-------------</td>
<td>-------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x$</td>
<td>$y$</td>
<td>$y'$</td>
<td>$y$</td>
<td>$y'$</td>
<td>$y$</td>
<td>$y'$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.81</td>
<td>6.119</td>
<td>-30.2</td>
<td>5.897</td>
<td>-28.5</td>
<td>5.702</td>
<td>-26.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.82</td>
<td>6.433</td>
<td>-32.6</td>
<td>6.192</td>
<td>-30.6</td>
<td>5.981</td>
<td>-29.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.83</td>
<td>6.771</td>
<td>-35.2</td>
<td>6.511</td>
<td>-33.1</td>
<td>6.282</td>
<td>-31.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.84</td>
<td>7.137</td>
<td>-38.1</td>
<td>6.854</td>
<td>-35.7</td>
<td>6.606</td>
<td>-33.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.85</td>
<td>7.534</td>
<td>-41.4</td>
<td>7.226</td>
<td>-38.7</td>
<td>6.957</td>
<td>-36.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.86</td>
<td>7.964</td>
<td>-44.9</td>
<td>7.629</td>
<td>-42.0</td>
<td>7.336</td>
<td>-39.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.87</td>
<td>8.433</td>
<td>-48.9</td>
<td>8.067</td>
<td>-45.7</td>
<td>7.747</td>
<td>-42.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.88</td>
<td>8.944</td>
<td>-53.5</td>
<td>8.544</td>
<td>-49.8</td>
<td>8.194</td>
<td>-46.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.89</td>
<td>9.504</td>
<td>-58.6</td>
<td>9.065</td>
<td>-54.4</td>
<td>8.682</td>
<td>-50.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.90</td>
<td>10.12</td>
<td>-64.3</td>
<td>9.634</td>
<td>-59.7</td>
<td>9.214</td>
<td>-55.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.91</td>
<td>10.79</td>
<td>-70.9</td>
<td>10.26</td>
<td>-65.6</td>
<td>9.798</td>
<td>-61.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.92</td>
<td>11.54</td>
<td>-78.4</td>
<td>10.95</td>
<td>-72.3</td>
<td>10.44</td>
<td>-67.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.93</td>
<td>12.36</td>
<td>-86.9</td>
<td>11.71</td>
<td>-80.0</td>
<td>11.14</td>
<td>-74.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.94</td>
<td>13.28</td>
<td>-96.8</td>
<td>12.55</td>
<td>-88.8</td>
<td>11.93</td>
<td>-82.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.95</td>
<td>14.30</td>
<td>-108.</td>
<td>13.49</td>
<td>-99.0</td>
<td>12.79</td>
<td>-91.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.96</td>
<td>15.45</td>
<td>-121.</td>
<td>14.54</td>
<td>-111.</td>
<td>13.76</td>
<td>-102.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.98</td>
<td>18.20</td>
<td>-155.</td>
<td>17.03</td>
<td>-140.</td>
<td>16.04</td>
<td>-128.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.99</td>
<td>19.85</td>
<td>-177.</td>
<td>18.53</td>
<td>-159.</td>
<td>17.41</td>
<td>-145.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1.00</td>
<td>21.74</td>
<td>-203.</td>
<td>20.23</td>
<td>-182.</td>
<td>18.95</td>
<td>-165.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>x</td>
<td>y</td>
<td>y'</td>
<td>y</td>
<td>y'</td>
<td>y</td>
<td>y'</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------</td>
<td>------</td>
<td>------</td>
<td>-------</td>
<td>------</td>
<td>-------</td>
<td>------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.00</td>
<td>1.0000</td>
<td>0.0000</td>
<td>1.0000</td>
<td>0.0000</td>
<td>1.0000</td>
<td>0.0000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>1.0003</td>
<td>0.0602</td>
<td>1.0003</td>
<td>0.0602</td>
<td>1.0003</td>
<td>0.0603</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>1.0012</td>
<td>0.1207</td>
<td>1.0012</td>
<td>0.1209</td>
<td>1.0012</td>
<td>0.1211</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.03</td>
<td>1.0027</td>
<td>0.1817</td>
<td>1.0027</td>
<td>0.1821</td>
<td>1.0027</td>
<td>0.1826</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.04</td>
<td>1.0048</td>
<td>0.2432</td>
<td>1.0049</td>
<td>0.2440</td>
<td>1.0049</td>
<td>0.2448</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>1.0076</td>
<td>0.3053</td>
<td>1.0076</td>
<td>0.3065</td>
<td>1.0076</td>
<td>0.3078</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.06</td>
<td>1.0109</td>
<td>0.3680</td>
<td>1.0110</td>
<td>0.3698</td>
<td>1.0110</td>
<td>0.3716</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.07</td>
<td>1.0149</td>
<td>0.4315</td>
<td>1.0150</td>
<td>0.4340</td>
<td>1.0151</td>
<td>0.4365</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.08</td>
<td>1.0196</td>
<td>0.4959</td>
<td>1.0197</td>
<td>0.4991</td>
<td>1.0198</td>
<td>0.5023</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.09</td>
<td>1.0249</td>
<td>0.5611</td>
<td>1.0250</td>
<td>0.5652</td>
<td>1.0251</td>
<td>0.5693</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td>1.0308</td>
<td>0.6273</td>
<td>1.0310</td>
<td>0.6324</td>
<td>1.0311</td>
<td>0.6374</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.11</td>
<td>1.0374</td>
<td>0.6946</td>
<td>1.0376</td>
<td>0.7008</td>
<td>1.0379</td>
<td>0.7069</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.12</td>
<td>1.0447</td>
<td>0.7631</td>
<td>1.0450</td>
<td>0.7704</td>
<td>1.0453</td>
<td>0.7777</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.13</td>
<td>1.0527</td>
<td>0.8328</td>
<td>1.0531</td>
<td>0.8414</td>
<td>1.0534</td>
<td>0.8500</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.14</td>
<td>1.0614</td>
<td>0.9039</td>
<td>1.0618</td>
<td>0.9139</td>
<td>1.0623</td>
<td>0.9239</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.15</td>
<td>1.0708</td>
<td>0.9765</td>
<td>1.0713</td>
<td>0.9880</td>
<td>1.0719</td>
<td>0.9995</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.16</td>
<td>1.0809</td>
<td>1.0505</td>
<td>1.0816</td>
<td>1.0637</td>
<td>1.0823</td>
<td>1.0768</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.17</td>
<td>1.0918</td>
<td>1.1263</td>
<td>1.0926</td>
<td>1.1412</td>
<td>1.0934</td>
<td>1.1561</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.18</td>
<td>1.1034</td>
<td>1.2038</td>
<td>1.1044</td>
<td>1.2206</td>
<td>1.1054</td>
<td>1.2374</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.19</td>
<td>1.1159</td>
<td>1.2832</td>
<td>1.1170</td>
<td>1.3020</td>
<td>1.1182</td>
<td>1.3208</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.20</td>
<td>1.1291</td>
<td>1.3647</td>
<td>1.1305</td>
<td>1.3856</td>
<td>1.1318</td>
<td>1.4064</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.21</td>
<td>1.1432</td>
<td>1.4483</td>
<td>1.1448</td>
<td>1.4714</td>
<td>1.1463</td>
<td>1.4945</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.22</td>
<td>1.1581</td>
<td>1.5341</td>
<td>1.1599</td>
<td>1.5597</td>
<td>1.1617</td>
<td>1.5852</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.23</td>
<td>1.1739</td>
<td>1.6225</td>
<td>1.1760</td>
<td>1.6505</td>
<td>1.1781</td>
<td>1.6785</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.24</td>
<td>1.1905</td>
<td>1.7133</td>
<td>1.1929</td>
<td>1.7441</td>
<td>1.1953</td>
<td>1.7748</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>1.2081</td>
<td>1.8070</td>
<td>1.2108</td>
<td>1.8405</td>
<td>1.2136</td>
<td>1.8741</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.26</td>
<td>1.2267</td>
<td>1.9036</td>
<td>1.2297</td>
<td>1.9401</td>
<td>1.2328</td>
<td>1.9766</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.27</td>
<td>1.2462</td>
<td>2.0032</td>
<td>1.2497</td>
<td>2.0429</td>
<td>1.2551</td>
<td>2.0825</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.28</td>
<td>1.2668</td>
<td>2.1062</td>
<td>1.2706</td>
<td>2.1491</td>
<td>1.2745</td>
<td>2.1921</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.29</td>
<td>1.2883</td>
<td>2.2127</td>
<td>1.2927</td>
<td>2.2591</td>
<td>1.2970</td>
<td>2.3055</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.30</td>
<td>1.3110</td>
<td>2.3228</td>
<td>1.3158</td>
<td>2.3729</td>
<td>1.3206</td>
<td>2.4230</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.31</td>
<td>1.3348</td>
<td>2.4370</td>
<td>1.3401</td>
<td>2.4909</td>
<td>1.3454</td>
<td>2.5448</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.32</td>
<td>1.3598</td>
<td>2.5553</td>
<td>1.3656</td>
<td>2.6133</td>
<td>1.3715</td>
<td>2.6713</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.33</td>
<td>1.3839</td>
<td>2.6782</td>
<td>1.3924</td>
<td>2.7404</td>
<td>1.3989</td>
<td>2.8027</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.34</td>
<td>1.4134</td>
<td>2.8057</td>
<td>1.4205</td>
<td>2.8725</td>
<td>1.4276</td>
<td>2.9392</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.35</td>
<td>1.4421</td>
<td>2.9384</td>
<td>1.4499</td>
<td>3.0098</td>
<td>1.4577</td>
<td>3.0813</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.36</td>
<td>1.4721</td>
<td>3.0764</td>
<td>1.4807</td>
<td>3.1528</td>
<td>1.4902</td>
<td>3.2293</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.37</td>
<td>1.5036</td>
<td>3.2201</td>
<td>1.5129</td>
<td>3.3018</td>
<td>1.5223</td>
<td>3.3836</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.38</td>
<td>1.5336</td>
<td>3.3700</td>
<td>1.5467</td>
<td>3.4573</td>
<td>1.5569</td>
<td>3.5446</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.39</td>
<td>1.5710</td>
<td>3.5264</td>
<td>1.5821</td>
<td>3.6195</td>
<td>1.5932</td>
<td>3.7126</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.40</td>
<td>1.6071</td>
<td>3.6897</td>
<td>1.6192</td>
<td>3.7890</td>
<td>1.6312</td>
<td>3.8883</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>x</td>
<td>( \lambda = 3 )</td>
<td>( \lambda = 4 )</td>
<td>( \lambda = 5 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>--------------------</td>
<td>--------------------</td>
<td>--------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( y )</td>
<td>( y' )</td>
<td>( y )</td>
<td>( y' )</td>
<td>( y )</td>
<td>( y' )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.41</td>
<td>1.6449</td>
<td>3.8605</td>
<td>1.6579</td>
<td>3.9662</td>
<td>1.6710</td>
<td>4.0721</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.42</td>
<td>1.6844</td>
<td>4.0392</td>
<td>1.6985</td>
<td>4.1518</td>
<td>1.7127</td>
<td>4.2646</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.43</td>
<td>1.7257</td>
<td>4.2263</td>
<td>1.7410</td>
<td>4.3462</td>
<td>1.7563</td>
<td>4.4663</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.44</td>
<td>1.7689</td>
<td>4.4225</td>
<td>1.7855</td>
<td>4.5501</td>
<td>1.8020</td>
<td>4.6779</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.45</td>
<td>1.8142</td>
<td>4.6284</td>
<td>1.8320</td>
<td>4.7642</td>
<td>1.8499</td>
<td>4.9002</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.46</td>
<td>1.8615</td>
<td>4.8447</td>
<td>1.8808</td>
<td>4.9891</td>
<td>1.9001</td>
<td>5.1339</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.47</td>
<td>1.9111</td>
<td>5.0721</td>
<td>1.9318</td>
<td>5.2258</td>
<td>1.9526</td>
<td>5.3797</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.48</td>
<td>1.9630</td>
<td>5.3115</td>
<td>1.9853</td>
<td>5.4749</td>
<td>2.0077</td>
<td>5.6387</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.49</td>
<td>2.0174</td>
<td>5.5636</td>
<td>2.0414</td>
<td>5.7375</td>
<td>2.0654</td>
<td>5.9118</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>2.0743</td>
<td>5.8296</td>
<td>2.1001</td>
<td>6.0145</td>
<td>2.1260</td>
<td>6.2000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.51</td>
<td>2.1340</td>
<td>6.110</td>
<td>2.1617</td>
<td>6.307</td>
<td>2.1895</td>
<td>6.505</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.52</td>
<td>2.1966</td>
<td>6.407</td>
<td>2.2263</td>
<td>6.616</td>
<td>2.2561</td>
<td>6.827</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.53</td>
<td>2.2622</td>
<td>6.721</td>
<td>2.2941</td>
<td>6.944</td>
<td>2.3261</td>
<td>7.168</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.54</td>
<td>2.3311</td>
<td>7.053</td>
<td>2.3653</td>
<td>7.291</td>
<td>2.3996</td>
<td>7.529</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.55</td>
<td>2.4033</td>
<td>7.406</td>
<td>2.4400</td>
<td>7.659</td>
<td>2.4768</td>
<td>7.913</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.56</td>
<td>2.4792</td>
<td>7.780</td>
<td>2.5185</td>
<td>8.050</td>
<td>2.5579</td>
<td>8.321</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.57</td>
<td>2.5590</td>
<td>8.178</td>
<td>2.6011</td>
<td>8.466</td>
<td>2.6433</td>
<td>8.755</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.58</td>
<td>2.6429</td>
<td>8.661</td>
<td>2.6879</td>
<td>8.908</td>
<td>2.7331</td>
<td>9.217</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.59</td>
<td>2.7311</td>
<td>9.051</td>
<td>2.7794</td>
<td>9.380</td>
<td>2.8277</td>
<td>9.710</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.60</td>
<td>2.8240</td>
<td>9.532</td>
<td>2.8756</td>
<td>9.883</td>
<td>2.9274</td>
<td>10.24</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.61</td>
<td>2.9219</td>
<td>10.05</td>
<td>2.9771</td>
<td>10.42</td>
<td>3.0326</td>
<td>10.80</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.62</td>
<td>3.0250</td>
<td>10.59</td>
<td>3.0842</td>
<td>11.00</td>
<td>3.1436</td>
<td>11.40</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.63</td>
<td>3.1339</td>
<td>11.18</td>
<td>3.1972</td>
<td>11.61</td>
<td>3.2608</td>
<td>12.05</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.64</td>
<td>3.2488</td>
<td>11.81</td>
<td>3.3166</td>
<td>12.28</td>
<td>3.3847</td>
<td>12.74</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.65</td>
<td>3.3703</td>
<td>12.49</td>
<td>3.4429</td>
<td>12.99</td>
<td>3.5158</td>
<td>13.49</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.66</td>
<td>3.4987</td>
<td>13.22</td>
<td>3.5765</td>
<td>13.75</td>
<td>3.6547</td>
<td>14.29</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.67</td>
<td>3.6348</td>
<td>14.00</td>
<td>3.7181</td>
<td>14.58</td>
<td>3.8019</td>
<td>15.16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.68</td>
<td>3.7789</td>
<td>14.84</td>
<td>3.8682</td>
<td>15.47</td>
<td>3.9581</td>
<td>16.10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.69</td>
<td>3.9318</td>
<td>15.75</td>
<td>4.0276</td>
<td>16.43</td>
<td>4.1241</td>
<td>17.11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.70</td>
<td>4.0943</td>
<td>16.74</td>
<td>4.1971</td>
<td>17.47</td>
<td>4.3006</td>
<td>18.21</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.71</td>
<td>4.2670</td>
<td>17.81</td>
<td>4.3773</td>
<td>18.60</td>
<td>4.4886</td>
<td>19.40</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.72</td>
<td>4.4508</td>
<td>18.97</td>
<td>4.5694</td>
<td>19.83</td>
<td>4.6890</td>
<td>20.71</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.73</td>
<td>4.6467</td>
<td>20.23</td>
<td>4.7743</td>
<td>21.17</td>
<td>4.9030</td>
<td>22.12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.74</td>
<td>4.8559</td>
<td>21.61</td>
<td>4.9932</td>
<td>22.63</td>
<td>5.1318</td>
<td>23.66</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>5.0794</td>
<td>23.11</td>
<td>5.2273</td>
<td>24.22</td>
<td>5.3768</td>
<td>25.36</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.76</td>
<td>5.3186</td>
<td>24.76</td>
<td>5.4781</td>
<td>25.97</td>
<td>5.6395</td>
<td>27.21</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.77</td>
<td>5.5750</td>
<td>26.56</td>
<td>5.7473</td>
<td>27.89</td>
<td>5.9217</td>
<td>29.26</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.78</td>
<td>5.8504</td>
<td>28.54</td>
<td>6.0366</td>
<td>30.01</td>
<td>6.2253</td>
<td>31.51</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.79</td>
<td>6.1465</td>
<td>30.72</td>
<td>6.3481</td>
<td>32.34</td>
<td>6.5526</td>
<td>34.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.80</td>
<td>6.4656</td>
<td>33.13</td>
<td>6.6842</td>
<td>34.91</td>
<td>6.9061</td>
<td>36.75</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\lambda=3$</td>
<td></td>
<td>$\lambda=4$</td>
<td></td>
<td>$\lambda=5$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>----</td>
<td>-------------</td>
<td>----</td>
<td>-------------</td>
<td>----</td>
<td>-------------</td>
<td>----</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x$</td>
<td>$y$</td>
<td>$y'$</td>
<td>$y$</td>
<td>$y'$</td>
<td>$y$</td>
<td>$y'$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.81</td>
<td>6.810</td>
<td>35.8</td>
<td>7.047</td>
<td>37.8</td>
<td>7.289</td>
<td>39.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.82</td>
<td>7.182</td>
<td>38.8</td>
<td>7.441</td>
<td>41.0</td>
<td>7.704</td>
<td>43.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.83</td>
<td>7.586</td>
<td>42.1</td>
<td>7.868</td>
<td>44.5</td>
<td>8.154</td>
<td>47.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.84</td>
<td>8.025</td>
<td>45.7</td>
<td>8.332</td>
<td>48.5</td>
<td>8.646</td>
<td>51.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.85</td>
<td>8.502</td>
<td>49.8</td>
<td>8.839</td>
<td>52.9</td>
<td>9.182</td>
<td>56.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.86</td>
<td>9.023</td>
<td>54.5</td>
<td>9.392</td>
<td>57.9</td>
<td>9.770</td>
<td>61.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.87</td>
<td>9.594</td>
<td>59.7</td>
<td>9.999</td>
<td>63.6</td>
<td>10.42</td>
<td>67.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.88</td>
<td>10.22</td>
<td>65.6</td>
<td>10.67</td>
<td>70.0</td>
<td>11.13</td>
<td>74.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.89</td>
<td>10.91</td>
<td>72.3</td>
<td>11.40</td>
<td>77.4</td>
<td>11.91</td>
<td>82.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90</td>
<td>11.67</td>
<td>80.0</td>
<td>12.22</td>
<td>85.8</td>
<td>12.78</td>
<td>91.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.91</td>
<td>12.51</td>
<td>88.8</td>
<td>13.12</td>
<td>95.4</td>
<td>13.75</td>
<td>102.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.92</td>
<td>13.45</td>
<td>98.9</td>
<td>14.13</td>
<td>107.</td>
<td>14.84</td>
<td>115.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.93</td>
<td>14.50</td>
<td>111.</td>
<td>15.26</td>
<td>120.</td>
<td>16.06</td>
<td>129.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.94</td>
<td>15.67</td>
<td>124.</td>
<td>16.53</td>
<td>135.</td>
<td>17.43</td>
<td>146.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.95</td>
<td>16.99</td>
<td>140.</td>
<td>17.97</td>
<td>153.</td>
<td>18.99</td>
<td>166.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.96</td>
<td>18.48</td>
<td>159.</td>
<td>19.59</td>
<td>174.</td>
<td>20.76</td>
<td>190.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.97</td>
<td>20.18</td>
<td>182.</td>
<td>21.45</td>
<td>199.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.98</td>
<td>22.13</td>
<td>208.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x$</td>
<td>$\lambda=3$</td>
<td></td>
<td>$\lambda=4$</td>
<td></td>
<td>$\lambda=5$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------</td>
<td>----------------------</td>
<td>--------</td>
<td>----------------------</td>
<td>--------</td>
<td>----------------------</td>
<td>--------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$y$</td>
<td>$y'$</td>
<td>$y$</td>
<td>$y'$</td>
<td>$y$</td>
<td>$y'$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.00</td>
<td>1.0000</td>
<td>0.0000</td>
<td>1.0000</td>
<td>0.0000</td>
<td>1.0000</td>
<td>0.0000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.01</td>
<td>1.0003</td>
<td>-0.0602</td>
<td>1.0003</td>
<td>-0.0602</td>
<td>1.0003</td>
<td>-0.0603</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.02</td>
<td>1.0012</td>
<td>-0.1201</td>
<td>1.0012</td>
<td>-0.1201</td>
<td>1.0012</td>
<td>-0.1201</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.03</td>
<td>1.0027</td>
<td>-0.1799</td>
<td>1.0027</td>
<td>-0.1797</td>
<td>1.0027</td>
<td>-0.1796</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.04</td>
<td>1.0048</td>
<td>-0.2396</td>
<td>1.0048</td>
<td>-0.2392</td>
<td>1.0048</td>
<td>-0.2388</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.05</td>
<td>1.0075</td>
<td>-0.2993</td>
<td>1.0075</td>
<td>-0.2985</td>
<td>1.0075</td>
<td>-0.2978</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.06</td>
<td>1.0108</td>
<td>-0.3590</td>
<td>1.0108</td>
<td>-0.3578</td>
<td>1.0107</td>
<td>-0.3566</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.07</td>
<td>1.0147</td>
<td>-0.4189</td>
<td>1.0146</td>
<td>-0.4171</td>
<td>1.0146</td>
<td>-0.4154</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.08</td>
<td>1.0192</td>
<td>-0.4790</td>
<td>1.0191</td>
<td>-0.4766</td>
<td>1.0190</td>
<td>-0.4741</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.09</td>
<td>1.0243</td>
<td>-0.5393</td>
<td>1.0242</td>
<td>-0.5362</td>
<td>1.0241</td>
<td>-0.5330</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.10</td>
<td>1.0299</td>
<td>-0.6001</td>
<td>1.0298</td>
<td>-0.5961</td>
<td>1.0297</td>
<td>-0.5920</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.11</td>
<td>1.0363</td>
<td>-0.6613</td>
<td>1.0361</td>
<td>-0.6563</td>
<td>1.0359</td>
<td>-0.6513</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.12</td>
<td>1.0432</td>
<td>-0.7230</td>
<td>1.0430</td>
<td>-0.7169</td>
<td>1.0427</td>
<td>-0.7108</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.13</td>
<td>1.0507</td>
<td>-0.7853</td>
<td>1.0504</td>
<td>-0.7780</td>
<td>1.0501</td>
<td>-0.7708</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.14</td>
<td>1.0589</td>
<td>-0.8483</td>
<td>1.0585</td>
<td>-0.8397</td>
<td>1.0581</td>
<td>-0.8312</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.15</td>
<td>1.0677</td>
<td>-0.9121</td>
<td>1.0672</td>
<td>-0.9021</td>
<td>1.0668</td>
<td>-0.8922</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.16</td>
<td>1.0771</td>
<td>-0.9767</td>
<td>1.0766</td>
<td>-0.9652</td>
<td>1.0760</td>
<td>-0.9538</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.17</td>
<td>1.0872</td>
<td>-1.0423</td>
<td>1.0865</td>
<td>-1.0292</td>
<td>1.0858</td>
<td>-1.0161</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.18</td>
<td>1.0980</td>
<td>-1.1090</td>
<td>1.0971</td>
<td>-1.0941</td>
<td>1.0963</td>
<td>-1.0793</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.19</td>
<td>1.1094</td>
<td>-1.1768</td>
<td>1.1084</td>
<td>-1.1601</td>
<td>1.1074</td>
<td>-1.1434</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.20</td>
<td>1.1215</td>
<td>-1.2459</td>
<td>1.1203</td>
<td>-1.2272</td>
<td>1.1192</td>
<td>-1.2085</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.21</td>
<td>1.1343</td>
<td>-1.3164</td>
<td>1.1330</td>
<td>-1.2956</td>
<td>1.1316</td>
<td>-1.2747</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.22</td>
<td>1.1478</td>
<td>-1.3883</td>
<td>1.1463</td>
<td>-1.3653</td>
<td>1.1447</td>
<td>-1.3422</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.23</td>
<td>1.1621</td>
<td>-1.4619</td>
<td>1.1603</td>
<td>-1.4365</td>
<td>1.1584</td>
<td>-1.4110</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.24</td>
<td>1.1771</td>
<td>-1.5372</td>
<td>1.1750</td>
<td>-1.5093</td>
<td>1.1729</td>
<td>-1.4813</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.25</td>
<td>1.1928</td>
<td>-1.6144</td>
<td>1.1905</td>
<td>-1.5838</td>
<td>1.1881</td>
<td>-1.5531</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.26</td>
<td>1.2094</td>
<td>-1.6936</td>
<td>1.2067</td>
<td>-1.6602</td>
<td>1.2040</td>
<td>-1.6267</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.27</td>
<td>1.2267</td>
<td>-1.7750</td>
<td>1.2237</td>
<td>-1.7386</td>
<td>1.2206</td>
<td>-1.7021</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.28</td>
<td>1.2449</td>
<td>-1.8587</td>
<td>1.2415</td>
<td>-1.8191</td>
<td>1.2380</td>
<td>-1.7795</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.29</td>
<td>1.2639</td>
<td>-1.9448</td>
<td>1.2601</td>
<td>-1.9020</td>
<td>1.2562</td>
<td>-1.8591</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.30</td>
<td>1.2838</td>
<td>-2.0336</td>
<td>1.2795</td>
<td>-1.9873</td>
<td>1.2752</td>
<td>-1.9410</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.31</td>
<td>1.3046</td>
<td>-2.1253</td>
<td>1.2998</td>
<td>-2.0753</td>
<td>1.2950</td>
<td>-2.0523</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.32</td>
<td>1.3263</td>
<td>-2.2199</td>
<td>1.3210</td>
<td>-2.1661</td>
<td>1.3157</td>
<td>-2.1123</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.33</td>
<td>1.3490</td>
<td>-2.3178</td>
<td>1.3431</td>
<td>-2.2599</td>
<td>1.3373</td>
<td>-2.2021</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.34</td>
<td>1.3727</td>
<td>-2.4192</td>
<td>1.3662</td>
<td>-2.3570</td>
<td>1.3598</td>
<td>-2.2949</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.35</td>
<td>1.3974</td>
<td>-2.5242</td>
<td>1.3903</td>
<td>-2.4576</td>
<td>1.3832</td>
<td>-2.3910</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.36</td>
<td>1.4232</td>
<td>-2.6332</td>
<td>1.4154</td>
<td>-2.5619</td>
<td>1.4076</td>
<td>-2.4906</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.37</td>
<td>1.4501</td>
<td>-2.7463</td>
<td>1.4415</td>
<td>-2.6701</td>
<td>1.4330</td>
<td>-2.5939</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.38</td>
<td>1.4781</td>
<td>-2.8640</td>
<td>1.4688</td>
<td>-2.7825</td>
<td>1.4595</td>
<td>-2.7011</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.39</td>
<td>1.5074</td>
<td>-2.9864</td>
<td>1.4972</td>
<td>-2.8995</td>
<td>1.4871</td>
<td>-2.8126</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.40</td>
<td>1.5379</td>
<td>-3.1140</td>
<td>1.5268</td>
<td>-3.0212</td>
<td>1.5158</td>
<td>-2.9286</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>x</td>
<td>y</td>
<td>y'</td>
<td>y</td>
<td>y'</td>
<td>y</td>
<td>y'</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.41</td>
<td>1.5697</td>
<td>-3.2469</td>
<td>1.5576</td>
<td>-3.1481</td>
<td>1.5456</td>
<td>-3.0494</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.42</td>
<td>1.6028</td>
<td>-3.3857</td>
<td>1.5898</td>
<td>-3.2805</td>
<td>1.5768</td>
<td>-3.1754</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.43</td>
<td>1.6374</td>
<td>-3.5308</td>
<td>1.6233</td>
<td>-3.4187</td>
<td>1.6092</td>
<td>-3.3068</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.44</td>
<td>1.6734</td>
<td>-3.6824</td>
<td>1.6582</td>
<td>-3.5632</td>
<td>1.6429</td>
<td>-3.4442</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.45</td>
<td>1.7111</td>
<td>-3.8412</td>
<td>1.6946</td>
<td>-3.7144</td>
<td>1.6781</td>
<td>-3.5879</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.46</td>
<td>1.7503</td>
<td>-4.0075</td>
<td>1.7325</td>
<td>-3.8728</td>
<td>1.7147</td>
<td>-3.7383</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.47</td>
<td>1.7912</td>
<td>-4.1820</td>
<td>1.7720</td>
<td>-4.0388</td>
<td>1.7529</td>
<td>-3.8959</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.48</td>
<td>1.8340</td>
<td>-4.3651</td>
<td>1.8133</td>
<td>-4.2130</td>
<td>1.7926</td>
<td>-4.0611</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.49</td>
<td>1.8786</td>
<td>-4.5576</td>
<td>1.8563</td>
<td>-4.3959</td>
<td>1.8341</td>
<td>-4.2347</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.50</td>
<td>1.9251</td>
<td>-4.7600</td>
<td>1.9012</td>
<td>-4.5883</td>
<td>1.8774</td>
<td>-4.4170</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.51</td>
<td>1.9738</td>
<td>-4.9730</td>
<td>1.9481</td>
<td>-4.7910</td>
<td>1.9225</td>
<td>-4.6090</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.52</td>
<td>2.0246</td>
<td>-5.1980</td>
<td>1.9971</td>
<td>-5.0040</td>
<td>1.9696</td>
<td>-4.8110</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.53</td>
<td>2.0778</td>
<td>-5.4350</td>
<td>2.0482</td>
<td>-5.2290</td>
<td>2.0187</td>
<td>-5.0240</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.54</td>
<td>2.1334</td>
<td>-5.6850</td>
<td>2.1017</td>
<td>-5.4660</td>
<td>2.0701</td>
<td>-5.2480</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.55</td>
<td>2.1915</td>
<td>-5.9490</td>
<td>2.1576</td>
<td>-5.7170</td>
<td>2.1237</td>
<td>-5.4850</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.56</td>
<td>2.2524</td>
<td>-6.2290</td>
<td>2.2161</td>
<td>-5.9820</td>
<td>2.1798</td>
<td>-5.7360</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.57</td>
<td>2.3162</td>
<td>-6.5260</td>
<td>2.2773</td>
<td>-6.2620</td>
<td>2.2385</td>
<td>-6.0010</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.58</td>
<td>2.3830</td>
<td>-6.8400</td>
<td>2.3414</td>
<td>-6.5600</td>
<td>2.2999</td>
<td>-6.2810</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.59</td>
<td>2.4530</td>
<td>-7.1730</td>
<td>2.4085</td>
<td>-6.8750</td>
<td>2.3642</td>
<td>-6.5790</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.60</td>
<td>2.5265</td>
<td>-7.5280</td>
<td>2.4790</td>
<td>-7.2100</td>
<td>2.4315</td>
<td>-6.8940</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.61</td>
<td>2.6037</td>
<td>-7.9050</td>
<td>2.5528</td>
<td>-7.5660</td>
<td>2.5021</td>
<td>-7.2300</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.62</td>
<td>2.6847</td>
<td>-8.3060</td>
<td>2.6303</td>
<td>-7.9450</td>
<td>2.5762</td>
<td>-7.5860</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.63</td>
<td>2.7699</td>
<td>-8.7340</td>
<td>2.7118</td>
<td>-8.3480</td>
<td>2.6539</td>
<td>-7.9660</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.64</td>
<td>2.8595</td>
<td>-9.1900</td>
<td>2.7974</td>
<td>-8.7780</td>
<td>2.7356</td>
<td>-8.3700</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.65</td>
<td>2.9538</td>
<td>-9.6780</td>
<td>2.8874</td>
<td>-9.2370</td>
<td>2.8214</td>
<td>-8.8010</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.67</td>
<td>3.1579</td>
<td>-10.7600</td>
<td>3.0821</td>
<td>-10.2500</td>
<td>3.0068</td>
<td>-9.7550</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.68</td>
<td>3.2684</td>
<td>-11.3600</td>
<td>3.1874</td>
<td>-10.8200</td>
<td>3.1069</td>
<td>-10.2800</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.69</td>
<td>3.3852</td>
<td>-12.0000</td>
<td>3.2986</td>
<td>-11.4200</td>
<td>3.2125</td>
<td>-10.8500</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.70</td>
<td>3.5086</td>
<td>-12.6900</td>
<td>3.4160</td>
<td>-12.0700</td>
<td>3.3240</td>
<td>-11.4500</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.72</td>
<td>3.7776</td>
<td>-14.2400</td>
<td>3.6715</td>
<td>-13.5200</td>
<td>3.5603</td>
<td>-12.8100</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.73</td>
<td>3.9243</td>
<td>-15.1100</td>
<td>3.8107</td>
<td>-14.3300</td>
<td>3.6980</td>
<td>-13.5600</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.74</td>
<td>4.0801</td>
<td>-16.0500</td>
<td>3.9583</td>
<td>-15.2100</td>
<td>3.8377</td>
<td>-14.3800</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.75</td>
<td>4.2456</td>
<td>-17.0700</td>
<td>4.1151</td>
<td>-16.1500</td>
<td>3.9858</td>
<td>-15.2600</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.76</td>
<td>4.4217</td>
<td>-18.1700</td>
<td>4.2817</td>
<td>-17.1800</td>
<td>4.1431</td>
<td>-16.2100</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.77</td>
<td>4.6093</td>
<td>-19.3700</td>
<td>4.4590</td>
<td>-18.3000</td>
<td>4.3103</td>
<td>-17.2500</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.79</td>
<td>5.0233</td>
<td>-22.1100</td>
<td>4.8495</td>
<td>-20.8300</td>
<td>4.6780</td>
<td>-19.5900</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.80</td>
<td>5.2520</td>
<td>-23.6600</td>
<td>5.0650</td>
<td>-22.2700</td>
<td>4.8805</td>
<td>-20.9200</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x$</td>
<td>$\lambda=3$</td>
<td>$y$</td>
<td>$y'$</td>
<td>$\lambda=4$</td>
<td>$y$</td>
<td>$y'$</td>
<td>$\lambda=5$</td>
<td>$y$</td>
<td>$y'$</td>
</tr>
<tr>
<td>------</td>
<td>-------------</td>
<td>------</td>
<td>------</td>
<td>-------------</td>
<td>------</td>
<td>------</td>
<td>-------------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>-0.81</td>
<td>5.497</td>
<td>-25.4</td>
<td></td>
<td>5.295</td>
<td>-23.9</td>
<td></td>
<td>5.097</td>
<td>-22.4</td>
<td></td>
</tr>
<tr>
<td>-0.82</td>
<td>5.760</td>
<td>-27.2</td>
<td></td>
<td>5.542</td>
<td>-25.6</td>
<td></td>
<td>5.328</td>
<td>-24.0</td>
<td></td>
</tr>
<tr>
<td>-0.83</td>
<td>6.043</td>
<td>-29.3</td>
<td></td>
<td>5.808</td>
<td>-27.5</td>
<td></td>
<td>5.577</td>
<td>-25.7</td>
<td></td>
</tr>
<tr>
<td>-0.84</td>
<td>6.347</td>
<td>-31.6</td>
<td></td>
<td>6.093</td>
<td>-29.6</td>
<td></td>
<td>5.843</td>
<td>-27.7</td>
<td></td>
</tr>
<tr>
<td>-0.85</td>
<td>6.675</td>
<td>-34.1</td>
<td></td>
<td>6.400</td>
<td>-31.9</td>
<td></td>
<td>6.130</td>
<td>-29.7</td>
<td></td>
</tr>
<tr>
<td>-0.86</td>
<td>7.030</td>
<td>-36.9</td>
<td></td>
<td>6.731</td>
<td>-34.4</td>
<td></td>
<td>6.438</td>
<td>-32.1</td>
<td></td>
</tr>
<tr>
<td>-0.87</td>
<td>7.414</td>
<td>-40.0</td>
<td></td>
<td>7.089</td>
<td>-37.3</td>
<td></td>
<td>6.772</td>
<td>-34.6</td>
<td></td>
</tr>
<tr>
<td>-0.88</td>
<td>7.831</td>
<td>-43.5</td>
<td></td>
<td>7.477</td>
<td>-40.4</td>
<td></td>
<td>7.132</td>
<td>-37.5</td>
<td></td>
</tr>
<tr>
<td>-0.89</td>
<td>8.285</td>
<td>-47.3</td>
<td></td>
<td>7.898</td>
<td>-43.9</td>
<td></td>
<td>7.522</td>
<td>-40.7</td>
<td></td>
</tr>
<tr>
<td>-0.90</td>
<td>8.779</td>
<td>-51.7</td>
<td></td>
<td>8.357</td>
<td>-47.8</td>
<td></td>
<td>7.946</td>
<td>-44.2</td>
<td></td>
</tr>
<tr>
<td>-0.91</td>
<td>9.320</td>
<td>-56.5</td>
<td></td>
<td>8.857</td>
<td>-52.2</td>
<td></td>
<td>8.408</td>
<td>-48.2</td>
<td></td>
</tr>
<tr>
<td>-0.92</td>
<td>9.912</td>
<td>-62.1</td>
<td></td>
<td>9.404</td>
<td>-57.2</td>
<td></td>
<td>8.911</td>
<td>-52.7</td>
<td></td>
</tr>
<tr>
<td>-0.93</td>
<td>10.56</td>
<td>-68.3</td>
<td></td>
<td>10.00</td>
<td>-62.8</td>
<td></td>
<td>9.462</td>
<td>-57.6</td>
<td></td>
</tr>
<tr>
<td>-0.94</td>
<td>11.28</td>
<td>-75.4</td>
<td></td>
<td>10.66</td>
<td>-69.2</td>
<td></td>
<td>10.07</td>
<td>-63.3</td>
<td></td>
</tr>
<tr>
<td>-0.95</td>
<td>12.08</td>
<td>-83.6</td>
<td></td>
<td>11.39</td>
<td>-76.4</td>
<td></td>
<td>10.73</td>
<td>-69.7</td>
<td></td>
</tr>
<tr>
<td>-0.96</td>
<td>12.96</td>
<td>-93.0</td>
<td></td>
<td>12.19</td>
<td>-84.7</td>
<td></td>
<td>11.46</td>
<td>-77.1</td>
<td></td>
</tr>
<tr>
<td>-0.97</td>
<td>13.94</td>
<td>-104.</td>
<td></td>
<td>13.09</td>
<td>-94.3</td>
<td></td>
<td>12.28</td>
<td>-85.5</td>
<td></td>
</tr>
<tr>
<td>-0.98</td>
<td>15.04</td>
<td>-116.</td>
<td></td>
<td>14.08</td>
<td>-105.</td>
<td></td>
<td>13.18</td>
<td>-95.1</td>
<td></td>
</tr>
<tr>
<td>-1.00</td>
<td>17.67</td>
<td>-148.</td>
<td></td>
<td>16.45</td>
<td>-133.</td>
<td></td>
<td>15.31</td>
<td>-119.</td>
<td></td>
</tr>
</tbody>
</table>
The values tabulated are approximations of $y(x)$ and $y'(x)$, where $y(x)$ is the solution of $y'' = 2y^3 + xy + \mu$, for initial values: $y=1$, $y'=0$, $x=0$, and for $\mu=0, 1, 2, 3, 4, 5$.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$\mu=0$</th>
<th></th>
<th></th>
<th>$\mu=1$</th>
<th></th>
<th></th>
<th>$\mu=2$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$y$</td>
<td>$y'$</td>
<td></td>
<td>$y$</td>
<td>$y'$</td>
<td></td>
<td>$y$</td>
<td>$y'$</td>
</tr>
<tr>
<td>0.00</td>
<td>1.0000</td>
<td>0.0000</td>
<td></td>
<td>1.0000</td>
<td>0.0000</td>
<td></td>
<td>1.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.01</td>
<td>1.0001</td>
<td>0.0200</td>
<td></td>
<td>1.0002</td>
<td>0.0301</td>
<td></td>
<td>1.0002</td>
<td>0.0401</td>
</tr>
<tr>
<td>0.02</td>
<td>1.0004</td>
<td>0.0402</td>
<td></td>
<td>1.0006</td>
<td>0.0602</td>
<td></td>
<td>1.0008</td>
<td>0.0802</td>
</tr>
<tr>
<td>0.03</td>
<td>1.0009</td>
<td>0.0605</td>
<td></td>
<td>1.0014</td>
<td>0.0905</td>
<td></td>
<td>1.0018</td>
<td>0.1206</td>
</tr>
<tr>
<td>0.04</td>
<td>1.0016</td>
<td>0.0809</td>
<td></td>
<td>1.0024</td>
<td>0.1210</td>
<td></td>
<td>1.0032</td>
<td>0.1611</td>
</tr>
<tr>
<td>0.05</td>
<td>1.0025</td>
<td>0.1015</td>
<td></td>
<td>1.0038</td>
<td>0.1516</td>
<td></td>
<td>1.0050</td>
<td>0.2018</td>
</tr>
<tr>
<td>0.06</td>
<td>1.0036</td>
<td>0.1222</td>
<td></td>
<td>1.0054</td>
<td>0.1825</td>
<td></td>
<td>1.0072</td>
<td>0.2427</td>
</tr>
<tr>
<td>0.07</td>
<td>1.0050</td>
<td>0.1431</td>
<td></td>
<td>1.0074</td>
<td>0.2135</td>
<td></td>
<td>1.0099</td>
<td>0.2839</td>
</tr>
<tr>
<td>0.08</td>
<td>1.0065</td>
<td>0.1642</td>
<td></td>
<td>1.0097</td>
<td>0.2448</td>
<td></td>
<td>1.0129</td>
<td>0.3253</td>
</tr>
<tr>
<td>0.09</td>
<td>1.0082</td>
<td>0.1855</td>
<td></td>
<td>1.0123</td>
<td>0.2763</td>
<td></td>
<td>1.0164</td>
<td>0.3671</td>
</tr>
<tr>
<td>0.10</td>
<td>1.0102</td>
<td>0.2070</td>
<td></td>
<td>1.0152</td>
<td>0.3081</td>
<td></td>
<td>1.0203</td>
<td>0.4091</td>
</tr>
<tr>
<td>0.11</td>
<td>1.0124</td>
<td>0.2288</td>
<td></td>
<td>1.0185</td>
<td>0.3402</td>
<td></td>
<td>1.0246</td>
<td>0.4516</td>
</tr>
<tr>
<td>0.12</td>
<td>1.0148</td>
<td>0.2508</td>
<td></td>
<td>1.0220</td>
<td>0.3726</td>
<td></td>
<td>1.0293</td>
<td>0.4944</td>
</tr>
<tr>
<td>0.13</td>
<td>1.0174</td>
<td>0.2730</td>
<td></td>
<td>1.0259</td>
<td>0.4054</td>
<td></td>
<td>1.0345</td>
<td>0.5377</td>
</tr>
<tr>
<td>0.14</td>
<td>1.0202</td>
<td>0.2956</td>
<td></td>
<td>1.0302</td>
<td>0.4385</td>
<td></td>
<td>1.0401</td>
<td>0.5814</td>
</tr>
<tr>
<td>0.15</td>
<td>1.0233</td>
<td>0.3184</td>
<td></td>
<td>1.0347</td>
<td>0.4720</td>
<td></td>
<td>1.0461</td>
<td>0.6256</td>
</tr>
<tr>
<td>0.16</td>
<td>1.0266</td>
<td>0.3415</td>
<td></td>
<td>1.0396</td>
<td>0.5059</td>
<td></td>
<td>1.0526</td>
<td>0.6703</td>
</tr>
<tr>
<td>0.17</td>
<td>1.0301</td>
<td>0.3649</td>
<td></td>
<td>1.0448</td>
<td>0.5403</td>
<td></td>
<td>1.0595</td>
<td>0.7156</td>
</tr>
<tr>
<td>0.18</td>
<td>1.0339</td>
<td>0.3887</td>
<td></td>
<td>1.0504</td>
<td>0.5751</td>
<td></td>
<td>1.0669</td>
<td>0.7615</td>
</tr>
<tr>
<td>0.19</td>
<td>1.0379</td>
<td>0.4129</td>
<td></td>
<td>1.0563</td>
<td>0.6104</td>
<td></td>
<td>1.0747</td>
<td>0.8081</td>
</tr>
<tr>
<td>0.20</td>
<td>1.0422</td>
<td>0.4374</td>
<td></td>
<td>1.0626</td>
<td>0.6463</td>
<td></td>
<td>1.0830</td>
<td>0.8553</td>
</tr>
<tr>
<td>0.21</td>
<td>1.0467</td>
<td>0.4623</td>
<td></td>
<td>1.0693</td>
<td>0.6827</td>
<td></td>
<td>1.0918</td>
<td>0.9032</td>
</tr>
<tr>
<td>0.22</td>
<td>1.0514</td>
<td>0.4866</td>
<td></td>
<td>1.0763</td>
<td>0.7197</td>
<td></td>
<td>1.1011</td>
<td>0.9520</td>
</tr>
<tr>
<td>0.23</td>
<td>1.0564</td>
<td>0.5114</td>
<td></td>
<td>1.0837</td>
<td>0.7573</td>
<td></td>
<td>1.1109</td>
<td>1.0015</td>
</tr>
<tr>
<td>0.24</td>
<td>1.0616</td>
<td>0.5377</td>
<td></td>
<td>1.0914</td>
<td>0.7956</td>
<td></td>
<td>1.1211</td>
<td>1.0519</td>
</tr>
<tr>
<td>0.25</td>
<td>1.0672</td>
<td>0.5644</td>
<td></td>
<td>1.0996</td>
<td>0.8345</td>
<td></td>
<td>1.1319</td>
<td>1.1033</td>
</tr>
<tr>
<td>0.26</td>
<td>1.0729</td>
<td>0.5916</td>
<td></td>
<td>1.1081</td>
<td>0.8742</td>
<td></td>
<td>1.1432</td>
<td>1.1556</td>
</tr>
<tr>
<td>0.27</td>
<td>1.0790</td>
<td>0.6194</td>
<td></td>
<td>1.1171</td>
<td>0.9147</td>
<td></td>
<td>1.1550</td>
<td>1.2090</td>
</tr>
<tr>
<td>0.28</td>
<td>1.0853</td>
<td>0.6477</td>
<td></td>
<td>1.1264</td>
<td>0.9560</td>
<td></td>
<td>1.1674</td>
<td>1.2635</td>
</tr>
<tr>
<td>0.29</td>
<td>1.0919</td>
<td>0.6766</td>
<td></td>
<td>1.1362</td>
<td>0.9982</td>
<td></td>
<td>1.1803</td>
<td>1.3192</td>
</tr>
<tr>
<td>0.30</td>
<td>1.0989</td>
<td>0.7061</td>
<td></td>
<td>1.1464</td>
<td>1.0413</td>
<td></td>
<td>1.1938</td>
<td>1.3761</td>
</tr>
<tr>
<td>$x$</td>
<td>$y$</td>
<td>$y'$</td>
<td>$y$</td>
<td>$y'$</td>
<td>$y$</td>
<td>$y'$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.31</td>
<td>1.1061</td>
<td>0.7363</td>
<td>1.1570</td>
<td>1.0854</td>
<td>1.2078</td>
<td>1.4344</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.32</td>
<td>1.1136</td>
<td>0.7671</td>
<td>1.1681</td>
<td>1.1305</td>
<td>1.2225</td>
<td>1.4941</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.33</td>
<td>1.1214</td>
<td>0.7987</td>
<td>1.1796</td>
<td>1.1766</td>
<td>1.2377</td>
<td>1.5554</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.34</td>
<td>1.1296</td>
<td>0.8309</td>
<td>1.1916</td>
<td>1.2239</td>
<td>1.2536</td>
<td>1.6182</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.35</td>
<td>1.1380</td>
<td>0.8640</td>
<td>1.2041</td>
<td>1.2724</td>
<td>1.2701</td>
<td>1.6827</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.36</td>
<td>1.1468</td>
<td>0.8979</td>
<td>1.2171</td>
<td>1.3222</td>
<td>1.2873</td>
<td>1.7491</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.37</td>
<td>1.1560</td>
<td>0.9326</td>
<td>1.2306</td>
<td>1.3733</td>
<td>1.3051</td>
<td>1.8174</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.38</td>
<td>1.1655</td>
<td>0.9683</td>
<td>1.2445</td>
<td>1.4259</td>
<td>1.3236</td>
<td>1.8877</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.39</td>
<td>1.1754</td>
<td>1.0048</td>
<td>1.2591</td>
<td>1.4799</td>
<td>1.3428</td>
<td>1.9602</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.40</td>
<td>1.1856</td>
<td>1.0424</td>
<td>1.2742</td>
<td>1.5356</td>
<td>1.3628</td>
<td>2.0351</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.41</td>
<td>1.1962</td>
<td>1.0810</td>
<td>1.2898</td>
<td>1.5929</td>
<td>1.3836</td>
<td>2.1124</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.42</td>
<td>1.2072</td>
<td>1.1207</td>
<td>1.3060</td>
<td>1.6520</td>
<td>1.4051</td>
<td>2.1924</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.43</td>
<td>1.2186</td>
<td>1.1615</td>
<td>1.3228</td>
<td>1.7130</td>
<td>1.4274</td>
<td>2.2752</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.44</td>
<td>1.2304</td>
<td>1.2036</td>
<td>1.3403</td>
<td>1.7760</td>
<td>1.4506</td>
<td>2.3611</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.45</td>
<td>1.2427</td>
<td>1.2469</td>
<td>1.3584</td>
<td>1.8412</td>
<td>1.4746</td>
<td>2.4502</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.46</td>
<td>1.2554</td>
<td>1.2915</td>
<td>1.3771</td>
<td>1.9085</td>
<td>1.4996</td>
<td>2.5427</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.47</td>
<td>1.2685</td>
<td>1.3376</td>
<td>1.3965</td>
<td>1.9783</td>
<td>1.5255</td>
<td>2.6389</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.48</td>
<td>1.2822</td>
<td>1.3851</td>
<td>1.4167</td>
<td>2.0507</td>
<td>1.5524</td>
<td>2.7391</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.49</td>
<td>1.2962</td>
<td>1.4342</td>
<td>1.4376</td>
<td>2.1257</td>
<td>1.5803</td>
<td>2.8436</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>1.3108</td>
<td>1.4850</td>
<td>1.4592</td>
<td>2.2037</td>
<td>1.6093</td>
<td>2.9526</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.51</td>
<td>1.3259</td>
<td>1.5370</td>
<td>1.4817</td>
<td>2.2850</td>
<td>1.6394</td>
<td>3.0670</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.52</td>
<td>1.3416</td>
<td>1.5920</td>
<td>1.5049</td>
<td>2.3690</td>
<td>1.6706</td>
<td>3.1860</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.53</td>
<td>1.3578</td>
<td>1.6480</td>
<td>1.5290</td>
<td>2.4570</td>
<td>1.7031</td>
<td>3.3110</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.54</td>
<td>1.3745</td>
<td>1.7060</td>
<td>1.5541</td>
<td>2.5480</td>
<td>1.7369</td>
<td>3.4410</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.55</td>
<td>1.3919</td>
<td>1.7660</td>
<td>1.5800</td>
<td>2.6440</td>
<td>1.7720</td>
<td>3.5790</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.56</td>
<td>1.4099</td>
<td>1.8300</td>
<td>1.6070</td>
<td>2.7440</td>
<td>1.8085</td>
<td>3.7240</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.57</td>
<td>1.4285</td>
<td>1.8950</td>
<td>1.6350</td>
<td>2.8480</td>
<td>1.8465</td>
<td>3.8760</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.58</td>
<td>1.4475</td>
<td>1.9620</td>
<td>1.6639</td>
<td>2.9570</td>
<td>1.8860</td>
<td>4.0370</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.59</td>
<td>1.4678</td>
<td>2.0330</td>
<td>1.6941</td>
<td>3.0720</td>
<td>1.9272</td>
<td>4.2070</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.60</td>
<td>1.4884</td>
<td>2.1060</td>
<td>1.7254</td>
<td>3.1920</td>
<td>1.9702</td>
<td>4.3860</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.61</td>
<td>1.5099</td>
<td>2.1830</td>
<td>1.7579</td>
<td>3.3180</td>
<td>2.0150</td>
<td>4.5760</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.62</td>
<td>1.5321</td>
<td>2.2620</td>
<td>1.7918</td>
<td>3.4510</td>
<td>2.0618</td>
<td>4.7780</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.63</td>
<td>1.5552</td>
<td>2.3460</td>
<td>1.8269</td>
<td>3.5900</td>
<td>2.1106</td>
<td>4.9930</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.64</td>
<td>1.5791</td>
<td>2.4330</td>
<td>1.8636</td>
<td>3.7380</td>
<td>2.1617</td>
<td>5.2210</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.65</td>
<td>1.6038</td>
<td>2.5240</td>
<td>1.9017</td>
<td>3.8930</td>
<td>2.2151</td>
<td>5.4650</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.66</td>
<td>1.6296</td>
<td>2.6190</td>
<td>1.9415</td>
<td>4.0580</td>
<td>2.2710</td>
<td>5.7250</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.67</td>
<td>1.6562</td>
<td>2.7180</td>
<td>1.9829</td>
<td>4.2320</td>
<td>2.3296</td>
<td>6.0040</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.68</td>
<td>1.6839</td>
<td>2.8230</td>
<td>2.0261</td>
<td>4.4160</td>
<td>2.3912</td>
<td>6.3030</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.69</td>
<td>1.7127</td>
<td>2.9320</td>
<td>2.0713</td>
<td>4.6120</td>
<td>2.4558</td>
<td>6.6240</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.70</td>
<td>1.7426</td>
<td>3.0470</td>
<td>2.1184</td>
<td>4.8210</td>
<td>2.5237</td>
<td>6.9700</td>
<td></td>
<td></td>
</tr>
<tr>
<td>x</td>
<td>μ=0</td>
<td>y</td>
<td>y'</td>
<td>μ=1</td>
<td>y</td>
<td>y'</td>
<td>μ=2</td>
<td>y</td>
</tr>
<tr>
<td>-------</td>
<td>------</td>
<td>-------</td>
<td>-------</td>
<td>------</td>
<td>-------</td>
<td>-------</td>
<td>------</td>
<td>-------</td>
</tr>
<tr>
<td>0.71</td>
<td>1.7737</td>
<td>3.168</td>
<td></td>
<td>2.1677</td>
<td>5.043</td>
<td></td>
<td>2.5953</td>
<td>7.343</td>
</tr>
<tr>
<td>0.72</td>
<td>1.8060</td>
<td>3.296</td>
<td></td>
<td>2.2193</td>
<td>5.279</td>
<td></td>
<td>2.6707</td>
<td>7.747</td>
</tr>
<tr>
<td>0.73</td>
<td>1.8396</td>
<td>3.430</td>
<td></td>
<td>2.2734</td>
<td>5.532</td>
<td></td>
<td>2.7503</td>
<td>8.185</td>
</tr>
<tr>
<td>0.74</td>
<td>1.8746</td>
<td>3.572</td>
<td></td>
<td>2.3301</td>
<td>5.803</td>
<td></td>
<td>2.8345</td>
<td>8.661</td>
</tr>
<tr>
<td>0.75</td>
<td>1.9111</td>
<td>3.722</td>
<td></td>
<td>2.3895</td>
<td>6.094</td>
<td></td>
<td>2.9237</td>
<td>9.180</td>
</tr>
<tr>
<td>0.76</td>
<td>1.9491</td>
<td>3.880</td>
<td></td>
<td>2.4520</td>
<td>6.405</td>
<td></td>
<td>3.0183</td>
<td>9.746</td>
</tr>
<tr>
<td>0.77</td>
<td>1.9887</td>
<td>4.048</td>
<td></td>
<td>2.5177</td>
<td>6.741</td>
<td></td>
<td>3.1188</td>
<td>10.37</td>
</tr>
<tr>
<td>0.78</td>
<td>2.0301</td>
<td>4.225</td>
<td></td>
<td>2.5869</td>
<td>7.104</td>
<td></td>
<td>3.2258</td>
<td>11.05</td>
</tr>
<tr>
<td>0.79</td>
<td>2.0733</td>
<td>4.414</td>
<td></td>
<td>2.6599</td>
<td>7.495</td>
<td></td>
<td>3.3400</td>
<td>11.80</td>
</tr>
<tr>
<td>0.80</td>
<td>2.1184</td>
<td>4.615</td>
<td></td>
<td>2.737</td>
<td>7.919</td>
<td></td>
<td>3.4622</td>
<td>12.64</td>
</tr>
<tr>
<td>0.81</td>
<td>2.166</td>
<td>4.83</td>
<td></td>
<td>2.818</td>
<td>8.38</td>
<td></td>
<td>3.593</td>
<td>13.6</td>
</tr>
<tr>
<td>0.82</td>
<td>2.215</td>
<td>5.06</td>
<td></td>
<td>2.905</td>
<td>8.88</td>
<td></td>
<td>3.734</td>
<td>14.6</td>
</tr>
<tr>
<td>0.83</td>
<td>2.267</td>
<td>5.30</td>
<td></td>
<td>2.996</td>
<td>9.43</td>
<td></td>
<td>3.885</td>
<td>15.8</td>
</tr>
<tr>
<td>0.84</td>
<td>2.321</td>
<td>5.56</td>
<td></td>
<td>3.093</td>
<td>10.0</td>
<td></td>
<td>4.049</td>
<td>17.1</td>
</tr>
<tr>
<td>0.85</td>
<td>2.378</td>
<td>5.84</td>
<td></td>
<td>3.197</td>
<td>10.7</td>
<td></td>
<td>4.227</td>
<td>18.5</td>
</tr>
<tr>
<td>0.86</td>
<td>2.438</td>
<td>6.14</td>
<td></td>
<td>3.307</td>
<td>11.4</td>
<td></td>
<td>4.421</td>
<td>20.2</td>
</tr>
<tr>
<td>0.87</td>
<td>2.501</td>
<td>6.46</td>
<td></td>
<td>3.426</td>
<td>12.2</td>
<td></td>
<td>4.632</td>
<td>22.1</td>
</tr>
<tr>
<td>0.88</td>
<td>2.567</td>
<td>6.81</td>
<td></td>
<td>3.552</td>
<td>13.1</td>
<td></td>
<td>4.864</td>
<td>24.3</td>
</tr>
<tr>
<td>0.89</td>
<td>2.637</td>
<td>7.19</td>
<td></td>
<td>3.688</td>
<td>14.1</td>
<td></td>
<td>5.119</td>
<td>26.9</td>
</tr>
<tr>
<td>0.90</td>
<td>2.711</td>
<td>7.59</td>
<td></td>
<td>3.834</td>
<td>15.2</td>
<td></td>
<td>5.402</td>
<td>29.8</td>
</tr>
<tr>
<td>0.91</td>
<td>2.789</td>
<td>8.03</td>
<td></td>
<td>3.992</td>
<td>16.4</td>
<td></td>
<td>5.718</td>
<td>33.3</td>
</tr>
<tr>
<td>0.92</td>
<td>2.872</td>
<td>8.51</td>
<td></td>
<td>4.164</td>
<td>17.8</td>
<td></td>
<td>6.071</td>
<td>37.5</td>
</tr>
<tr>
<td>0.93</td>
<td>2.960</td>
<td>9.03</td>
<td></td>
<td>4.350</td>
<td>19.4</td>
<td></td>
<td>6.471</td>
<td>42.5</td>
</tr>
<tr>
<td>0.94</td>
<td>3.053</td>
<td>9.61</td>
<td></td>
<td>4.553</td>
<td>21.3</td>
<td></td>
<td>6.870</td>
<td>48.6</td>
</tr>
<tr>
<td>0.95</td>
<td>3.152</td>
<td>10.2</td>
<td></td>
<td>4.776</td>
<td>23.3</td>
<td></td>
<td>7.366</td>
<td>56.1</td>
</tr>
<tr>
<td>0.96</td>
<td>3.258</td>
<td>10.9</td>
<td></td>
<td>5.021</td>
<td>25.7</td>
<td></td>
<td>7.947</td>
<td>65.5</td>
</tr>
<tr>
<td>0.97</td>
<td>3.371</td>
<td>11.7</td>
<td></td>
<td>5.292</td>
<td>28.5</td>
<td></td>
<td>8.553</td>
<td>77.4</td>
</tr>
<tr>
<td>0.98</td>
<td>3.492</td>
<td>12.5</td>
<td></td>
<td>5.594</td>
<td>31.8</td>
<td></td>
<td>9.163</td>
<td>93.0</td>
</tr>
<tr>
<td>0.99</td>
<td>3.621</td>
<td>13.5</td>
<td></td>
<td>5.931</td>
<td>35.7</td>
<td></td>
<td>9.765</td>
<td>114.</td>
</tr>
<tr>
<td>1.00</td>
<td>3.761</td>
<td>14.5</td>
<td></td>
<td>6.311</td>
<td>40.4</td>
<td></td>
<td>10.64</td>
<td>142.</td>
</tr>
<tr>
<td>(x)</td>
<td>(y)</td>
<td>(y')</td>
<td>(y)</td>
<td>(y')</td>
<td>(y)</td>
<td>(y')</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.00</td>
<td>1.0000</td>
<td>0.0000</td>
<td>1.0000</td>
<td>0.0000</td>
<td>1.0000</td>
<td>0.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.01</td>
<td>1.0001</td>
<td>-0.0200</td>
<td>1.0002</td>
<td>-0.0301</td>
<td>1.0002</td>
<td>-0.0401</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.02</td>
<td>1.0004</td>
<td>-0.0398</td>
<td>1.0006</td>
<td>-0.0600</td>
<td>1.0008</td>
<td>-0.0800</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.03</td>
<td>1.0009</td>
<td>-0.0556</td>
<td>1.0014</td>
<td>-0.0899</td>
<td>1.0018</td>
<td>-0.1200</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.04</td>
<td>1.0016</td>
<td>-0.0793</td>
<td>1.0024</td>
<td>-0.1198</td>
<td>1.0032</td>
<td>-0.1599</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.05</td>
<td>1.0025</td>
<td>-0.0990</td>
<td>1.0037</td>
<td>-0.1496</td>
<td>1.0050</td>
<td>-0.1997</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.06</td>
<td>1.0036</td>
<td>-0.1186</td>
<td>1.0054</td>
<td>-0.1794</td>
<td>1.0072</td>
<td>-0.2397</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.07</td>
<td>1.0049</td>
<td>-0.1382</td>
<td>1.0073</td>
<td>-0.2093</td>
<td>1.0098</td>
<td>-0.2796</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.08</td>
<td>1.0063</td>
<td>-0.1578</td>
<td>1.0096</td>
<td>-0.2391</td>
<td>1.0128</td>
<td>-0.3196</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.09</td>
<td>1.0080</td>
<td>-0.1774</td>
<td>1.0121</td>
<td>-0.2690</td>
<td>1.0162</td>
<td>-0.3598</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.10</td>
<td>1.0099</td>
<td>-0.1970</td>
<td>1.0150</td>
<td>-0.2990</td>
<td>1.0200</td>
<td>-0.4000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.11</td>
<td>1.0120</td>
<td>-0.2166</td>
<td>1.0181</td>
<td>-0.3290</td>
<td>1.0242</td>
<td>-0.4404</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.12</td>
<td>1.0142</td>
<td>-0.2362</td>
<td>1.0215</td>
<td>-0.3592</td>
<td>1.0288</td>
<td>-0.4809</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.13</td>
<td>1.0167</td>
<td>-0.2559</td>
<td>1.0253</td>
<td>-0.3894</td>
<td>1.0338</td>
<td>-0.5216</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.14</td>
<td>1.0193</td>
<td>-0.2756</td>
<td>1.0293</td>
<td>-0.4198</td>
<td>1.0392</td>
<td>-0.5627</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.15</td>
<td>1.0222</td>
<td>-0.2964</td>
<td>1.0337</td>
<td>-0.4504</td>
<td>1.0451</td>
<td>-0.6039</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.16</td>
<td>1.0252</td>
<td>-0.3152</td>
<td>1.0383</td>
<td>-0.4811</td>
<td>1.0513</td>
<td>-0.6454</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.17</td>
<td>1.0285</td>
<td>-0.3352</td>
<td>1.0433</td>
<td>-0.5121</td>
<td>1.0580</td>
<td>-0.6872</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.18</td>
<td>1.0319</td>
<td>-0.3553</td>
<td>1.0486</td>
<td>-0.5432</td>
<td>1.0650</td>
<td>-0.7294</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.19</td>
<td>1.0356</td>
<td>-0.3755</td>
<td>1.0542</td>
<td>-0.5746</td>
<td>1.0726</td>
<td>-0.7719</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.20</td>
<td>1.0395</td>
<td>-0.3958</td>
<td>1.0601</td>
<td>-0.6063</td>
<td>1.0805</td>
<td>-0.8149</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.21</td>
<td>1.0435</td>
<td>-0.4162</td>
<td>1.0663</td>
<td>-0.6382</td>
<td>1.0889</td>
<td>-0.8583</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.22</td>
<td>1.0478</td>
<td>-0.4369</td>
<td>1.0728</td>
<td>-0.6705</td>
<td>1.0977</td>
<td>-0.9022</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.23</td>
<td>1.0523</td>
<td>-0.4576</td>
<td>1.0797</td>
<td>-0.7031</td>
<td>1.1069</td>
<td>-0.9466</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.24</td>
<td>1.0569</td>
<td>-0.4786</td>
<td>1.0869</td>
<td>-0.7361</td>
<td>1.1166</td>
<td>-0.9916</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.25</td>
<td>1.0618</td>
<td>-0.4998</td>
<td>1.0944</td>
<td>-0.7695</td>
<td>1.1267</td>
<td>-1.0372</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.26</td>
<td>1.0669</td>
<td>-0.5212</td>
<td>1.1023</td>
<td>-0.8033</td>
<td>1.1373</td>
<td>-1.0834</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.27</td>
<td>1.0723</td>
<td>-0.5428</td>
<td>1.1105</td>
<td>-0.8376</td>
<td>1.1484</td>
<td>-1.1303</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.28</td>
<td>1.0778</td>
<td>-0.5647</td>
<td>1.1190</td>
<td>-0.8723</td>
<td>1.1599</td>
<td>-1.1780</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.29</td>
<td>1.0835</td>
<td>-0.5869</td>
<td>1.1279</td>
<td>-0.9076</td>
<td>1.1720</td>
<td>-1.2265</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.30</td>
<td>1.0895</td>
<td>-0.6093</td>
<td>1.1372</td>
<td>-0.9434</td>
<td>1.1845</td>
<td>-1.2759</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.31</td>
<td>1.0957</td>
<td>-0.6321</td>
<td>1.1468</td>
<td>-0.9798</td>
<td>1.1975</td>
<td>-1.3261</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.32</td>
<td>1.1022</td>
<td>-0.6552</td>
<td>1.1568</td>
<td>-1.0169</td>
<td>1.2110</td>
<td>-1.3774</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.33</td>
<td>1.1088</td>
<td>-0.6785</td>
<td>1.1671</td>
<td>-1.0546</td>
<td>1.2250</td>
<td>-1.4297</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.34</td>
<td>1.1157</td>
<td>-0.7024</td>
<td>1.1779</td>
<td>-1.0930</td>
<td>1.2396</td>
<td>-1.4831</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.35</td>
<td>1.1229</td>
<td>-0.7266</td>
<td>1.1890</td>
<td>-1.1322</td>
<td>1.2547</td>
<td>-1.5377</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.36</td>
<td>1.1303</td>
<td>-0.7512</td>
<td>1.2005</td>
<td>-1.1722</td>
<td>1.2704</td>
<td>-1.5936</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.37</td>
<td>1.1379</td>
<td>-0.7762</td>
<td>1.2125</td>
<td>-1.2130</td>
<td>1.2866</td>
<td>-1.6509</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.38</td>
<td>1.1458</td>
<td>-0.8017</td>
<td>1.2248</td>
<td>-1.2548</td>
<td>1.3034</td>
<td>-1.7096</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.39</td>
<td>1.1540</td>
<td>-0.8277</td>
<td>1.2376</td>
<td>-1.2975</td>
<td>1.3208</td>
<td>-1.7698</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.40</td>
<td>1.1624</td>
<td>-0.8542</td>
<td>1.2507</td>
<td>-1.3412</td>
<td>1.3388</td>
<td>-1.8317</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\mu = 0)</td>
<td>(\mu = 1)</td>
<td>(\mu = 2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(x)</td>
<td>(y)</td>
<td>(y')</td>
<td>(y)</td>
<td>(y')</td>
<td>(y)</td>
<td>(y')</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.41</td>
<td>1.1710</td>
<td>-0.8811</td>
<td>1.2644</td>
<td>-1.3860</td>
<td>1.3574</td>
<td>-1.8954</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.42</td>
<td>1.1800</td>
<td>-0.9082</td>
<td>1.2785</td>
<td>-1.4320</td>
<td>1.3767</td>
<td>-1.9670</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.43</td>
<td>1.1892</td>
<td>-0.9304</td>
<td>1.2930</td>
<td>-1.4791</td>
<td>1.3956</td>
<td>-2.0285</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.44</td>
<td>1.1987</td>
<td>-0.9652</td>
<td>1.3081</td>
<td>-1.5276</td>
<td>1.4173</td>
<td>-2.0982</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.45</td>
<td>1.2085</td>
<td>-0.9997</td>
<td>1.3236</td>
<td>-1.5775</td>
<td>1.4386</td>
<td>-2.1703</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.46</td>
<td>1.2186</td>
<td>-1.0250</td>
<td>1.3396</td>
<td>-1.6287</td>
<td>1.4607</td>
<td>-2.2447</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.47</td>
<td>1.2291</td>
<td>-1.0559</td>
<td>1.3562</td>
<td>-1.6816</td>
<td>1.4835</td>
<td>-2.3218</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.48</td>
<td>1.2398</td>
<td>-1.0877</td>
<td>1.3733</td>
<td>-1.7361</td>
<td>1.5071</td>
<td>-2.4017</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.49</td>
<td>1.2508</td>
<td>-1.1203</td>
<td>1.3909</td>
<td>-1.7923</td>
<td>1.5316</td>
<td>-2.4847</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.50</td>
<td>1.2622</td>
<td>-1.1537</td>
<td>1.4091</td>
<td>-1.8504</td>
<td>1.5568</td>
<td>-2.5708</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.51</td>
<td>1.2739</td>
<td>-1.188</td>
<td>1.4279</td>
<td>-1.910</td>
<td>1.5830</td>
<td>-2.660</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.52</td>
<td>1.2860</td>
<td>-1.223</td>
<td>1.4473</td>
<td>-1.973</td>
<td>1.6101</td>
<td>-2.754</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.53</td>
<td>1.2984</td>
<td>-1.260</td>
<td>1.4674</td>
<td>-2.037</td>
<td>1.6381</td>
<td>-2.851</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.54</td>
<td>1.3111</td>
<td>-1.297</td>
<td>1.4881</td>
<td>-2.104</td>
<td>1.6671</td>
<td>-2.953</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.55</td>
<td>1.3243</td>
<td>-1.336</td>
<td>1.5094</td>
<td>-2.173</td>
<td>1.6971</td>
<td>-3.059</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.56</td>
<td>1.3379</td>
<td>-1.376</td>
<td>1.5315</td>
<td>-2.245</td>
<td>1.7283</td>
<td>-3.170</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.57</td>
<td>1.3518</td>
<td>-1.417</td>
<td>1.5544</td>
<td>-2.320</td>
<td>1.7606</td>
<td>-3.286</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.58</td>
<td>1.3662</td>
<td>-1.459</td>
<td>1.5779</td>
<td>-2.398</td>
<td>1.7940</td>
<td>-3.409</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.59</td>
<td>1.3810</td>
<td>-1.503</td>
<td>1.6023</td>
<td>-2.479</td>
<td>1.8288</td>
<td>-3.537</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.60</td>
<td>1.3962</td>
<td>-1.548</td>
<td>1.6275</td>
<td>-2.564</td>
<td>1.8648</td>
<td>-3.672</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.61</td>
<td>1.4119</td>
<td>-1.595</td>
<td>1.6536</td>
<td>-2.653</td>
<td>1.9022</td>
<td>-3.815</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.62</td>
<td>1.4281</td>
<td>-1.643</td>
<td>1.6806</td>
<td>-2.745</td>
<td>1.9411</td>
<td>-3.965</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.63</td>
<td>1.4448</td>
<td>-1.694</td>
<td>1.7085</td>
<td>-2.842</td>
<td>1.9815</td>
<td>-4.124</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.64</td>
<td>1.4620</td>
<td>-1.746</td>
<td>1.7375</td>
<td>-2.944</td>
<td>2.0236</td>
<td>-4.292</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.65</td>
<td>1.4797</td>
<td>-1.800</td>
<td>1.7674</td>
<td>-3.050</td>
<td>2.0674</td>
<td>-4.470</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.66</td>
<td>1.4980</td>
<td>-1.856</td>
<td>1.7985</td>
<td>-3.162</td>
<td>2.1131</td>
<td>-4.659</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.67</td>
<td>1.5169</td>
<td>-1.915</td>
<td>1.8307</td>
<td>-3.280</td>
<td>2.1606</td>
<td>-4.860</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.68</td>
<td>1.5363</td>
<td>-1.976</td>
<td>1.8641</td>
<td>-3.403</td>
<td>2.2103</td>
<td>-5.074</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.69</td>
<td>1.5564</td>
<td>-2.039</td>
<td>1.8988</td>
<td>-3.534</td>
<td>2.2622</td>
<td>-5.303</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.70</td>
<td>1.5771</td>
<td>-2.105</td>
<td>1.9348</td>
<td>-3.671</td>
<td>2.3164</td>
<td>-5.547</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.71</td>
<td>1.5985</td>
<td>-2.174</td>
<td>1.9722</td>
<td>-3.817</td>
<td>2.3732</td>
<td>-5.809</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.72</td>
<td>1.6206</td>
<td>-2.246</td>
<td>2.0112</td>
<td>-3.971</td>
<td>2.4327</td>
<td>-6.089</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.73</td>
<td>1.6434</td>
<td>-2.321</td>
<td>2.0517</td>
<td>-4.134</td>
<td>2.4950</td>
<td>-6.391</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.74</td>
<td>1.6670</td>
<td>-2.399</td>
<td>2.0939</td>
<td>-4.307</td>
<td>2.5605</td>
<td>-6.715</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.75</td>
<td>1.6914</td>
<td>-2.481</td>
<td>2.1379</td>
<td>-4.491</td>
<td>2.6294</td>
<td>-7.066</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.76</td>
<td>1.7167</td>
<td>-2.568</td>
<td>2.1837</td>
<td>-4.687</td>
<td>2.7020</td>
<td>-7.445</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.77</td>
<td>1.7428</td>
<td>-2.658</td>
<td>2.2316</td>
<td>-4.895</td>
<td>2.7784</td>
<td>-7.855</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.78</td>
<td>1.7698</td>
<td>-2.753</td>
<td>2.2817</td>
<td>-5.118</td>
<td>2.8592</td>
<td>-8.302</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.79</td>
<td>1.7979</td>
<td>-2.852</td>
<td>2.3340</td>
<td>-5.356</td>
<td>2.9446</td>
<td>-8.788</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.80</td>
<td>1.8269</td>
<td>-2.957</td>
<td>2.3888</td>
<td>-5.610</td>
<td>3.0351</td>
<td>-9.319</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x$</td>
<td>$y$</td>
<td>$y'$</td>
<td>$x$</td>
<td>$y$</td>
<td>$y'$</td>
<td>$x$</td>
<td>$y$</td>
<td>$y'$</td>
</tr>
<tr>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td>-0.81</td>
<td>1.857</td>
<td>-3.07</td>
<td>2.446</td>
<td>-5.88</td>
<td>3.131</td>
<td>-9.90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.82</td>
<td>1.888</td>
<td>-3.18</td>
<td>2.507</td>
<td>-6.18</td>
<td>3.233</td>
<td>-10.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.83</td>
<td>1.921</td>
<td>-3.31</td>
<td>2.570</td>
<td>-6.49</td>
<td>3.342</td>
<td>-11.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.84</td>
<td>1.954</td>
<td>-3.43</td>
<td>2.637</td>
<td>-6.84</td>
<td>3.458</td>
<td>-12.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.85</td>
<td>1.989</td>
<td>-3.57</td>
<td>2.707</td>
<td>-7.20</td>
<td>3.583</td>
<td>-12.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.86</td>
<td>2.026</td>
<td>-3.72</td>
<td>2.781</td>
<td>-7.60</td>
<td>3.716</td>
<td>-13.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.87</td>
<td>2.064</td>
<td>-3.87</td>
<td>2.859</td>
<td>-8.04</td>
<td>3.860</td>
<td>-14.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.88</td>
<td>2.103</td>
<td>-4.03</td>
<td>2.942</td>
<td>-8.51</td>
<td>4.015</td>
<td>-16.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.89</td>
<td>2.144</td>
<td>-4.20</td>
<td>3.029</td>
<td>-9.03</td>
<td>4.183</td>
<td>-17.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.91</td>
<td>2.232</td>
<td>-4.58</td>
<td>3.221</td>
<td>-10.2</td>
<td>4.564</td>
<td>-20.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.92</td>
<td>2.279</td>
<td>-4.79</td>
<td>3.327</td>
<td>-10.9</td>
<td>4.782</td>
<td>-22.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.93</td>
<td>2.328</td>
<td>-5.02</td>
<td>3.439</td>
<td>-11.6</td>
<td>5.022</td>
<td>-25.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.94</td>
<td>2.379</td>
<td>-5.25</td>
<td>3.560</td>
<td>-12.5</td>
<td>5.286</td>
<td>-27.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.95</td>
<td>2.433</td>
<td>-5.51</td>
<td>3.689</td>
<td>-13.4</td>
<td>5.580</td>
<td>-31.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.96</td>
<td>2.490</td>
<td>-5.79</td>
<td>3.828</td>
<td>-14.4</td>
<td>5.908</td>
<td>-34.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.97</td>
<td>2.549</td>
<td>-6.08</td>
<td>3.979</td>
<td>-15.6</td>
<td>6.278</td>
<td>-39.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.98</td>
<td>2.611</td>
<td>-6.40</td>
<td>4.141</td>
<td>-16.9</td>
<td>6.696</td>
<td>-44.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.99</td>
<td>2.677</td>
<td>-6.74</td>
<td>4.317</td>
<td>-18.4</td>
<td>7.175</td>
<td>-51.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1.00</td>
<td>2.746</td>
<td>-7.12</td>
<td>4.510</td>
<td>-20.1</td>
<td>7.727</td>
<td>-59.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x$</td>
<td>$y$</td>
<td>$y'$</td>
<td>$y$</td>
<td>$y'$</td>
<td>$y$</td>
<td>$y'$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.00</td>
<td>1.0000</td>
<td>0.0000</td>
<td>1.0000</td>
<td>0.0000</td>
<td>1.0000</td>
<td>0.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>1.0003</td>
<td>0.0501</td>
<td>1.0003</td>
<td>0.0601</td>
<td>1.0004</td>
<td>0.0710</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>1.0010</td>
<td>0.1002</td>
<td>1.0012</td>
<td>0.1202</td>
<td>1.0014</td>
<td>0.1403</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.03</td>
<td>1.0023</td>
<td>0.1506</td>
<td>1.0027</td>
<td>0.1806</td>
<td>1.0032</td>
<td>0.2106</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.04</td>
<td>1.0040</td>
<td>0.2011</td>
<td>1.0048</td>
<td>0.2412</td>
<td>1.0056</td>
<td>0.2813</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>1.0063</td>
<td>0.2519</td>
<td>1.0075</td>
<td>0.3020</td>
<td>1.0088</td>
<td>0.3521</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.06</td>
<td>1.0091</td>
<td>0.3029</td>
<td>1.0109</td>
<td>0.3631</td>
<td>1.0127</td>
<td>0.4233</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.07</td>
<td>1.0123</td>
<td>0.3542</td>
<td>1.0148</td>
<td>0.4246</td>
<td>1.0172</td>
<td>0.4949</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.08</td>
<td>1.0161</td>
<td>0.4058</td>
<td>1.0193</td>
<td>0.4864</td>
<td>1.0226</td>
<td>0.5669</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.09</td>
<td>1.0205</td>
<td>0.4578</td>
<td>1.0245</td>
<td>0.5486</td>
<td>1.0286</td>
<td>0.6393</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td>1.0253</td>
<td>0.5102</td>
<td>1.0303</td>
<td>0.6112</td>
<td>1.0353</td>
<td>0.7123</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.11</td>
<td>1.0307</td>
<td>0.5630</td>
<td>1.0367</td>
<td>0.6744</td>
<td>1.0428</td>
<td>0.7858</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.12</td>
<td>1.0366</td>
<td>0.6163</td>
<td>1.0438</td>
<td>0.7381</td>
<td>1.0511</td>
<td>0.8600</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.13</td>
<td>1.0430</td>
<td>0.6700</td>
<td>1.0515</td>
<td>0.8024</td>
<td>1.0600</td>
<td>0.9348</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.14</td>
<td>1.0500</td>
<td>0.7244</td>
<td>1.0599</td>
<td>0.8674</td>
<td>1.0698</td>
<td>1.0104</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.15</td>
<td>1.0575</td>
<td>0.7793</td>
<td>1.0689</td>
<td>0.9330</td>
<td>1.0802</td>
<td>1.0868</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.16</td>
<td>1.0655</td>
<td>0.8349</td>
<td>1.0785</td>
<td>0.9994</td>
<td>1.0915</td>
<td>1.1614</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.17</td>
<td>1.0742</td>
<td>0.8911</td>
<td>1.0889</td>
<td>1.0667</td>
<td>1.1035</td>
<td>1.2423</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.18</td>
<td>1.0834</td>
<td>0.9481</td>
<td>1.0999</td>
<td>1.1348</td>
<td>1.1164</td>
<td>1.3216</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.19</td>
<td>1.0931</td>
<td>1.0059</td>
<td>1.1116</td>
<td>1.2039</td>
<td>1.1300</td>
<td>1.4020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.20</td>
<td>1.1035</td>
<td>1.0645</td>
<td>1.1239</td>
<td>1.2740</td>
<td>1.1444</td>
<td>1.4836</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.21</td>
<td>1.1144</td>
<td>1.1241</td>
<td>1.1370</td>
<td>1.3452</td>
<td>1.1596</td>
<td>1.5666</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.22</td>
<td>1.1260</td>
<td>1.1846</td>
<td>1.1508</td>
<td>1.4176</td>
<td>1.1757</td>
<td>1.6509</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.23</td>
<td>1.1381</td>
<td>1.2461</td>
<td>1.1654</td>
<td>1.4912</td>
<td>1.1927</td>
<td>1.7368</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.24</td>
<td>1.1509</td>
<td>1.3088</td>
<td>1.1807</td>
<td>1.5663</td>
<td>1.2105</td>
<td>1.8243</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>1.1643</td>
<td>1.3727</td>
<td>1.1967</td>
<td>1.6428</td>
<td>1.2292</td>
<td>1.9136</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.26</td>
<td>1.1784</td>
<td>1.4378</td>
<td>1.2135</td>
<td>1.7209</td>
<td>1.2488</td>
<td>2.0048</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.27</td>
<td>1.1931</td>
<td>1.5043</td>
<td>1.2311</td>
<td>1.8006</td>
<td>1.2693</td>
<td>2.0980</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.28</td>
<td>1.2085</td>
<td>1.5722</td>
<td>1.2496</td>
<td>1.8822</td>
<td>1.2907</td>
<td>2.1935</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.29</td>
<td>1.2245</td>
<td>1.6417</td>
<td>1.2688</td>
<td>1.9657</td>
<td>1.3131</td>
<td>2.2913</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.30</td>
<td>1.2413</td>
<td>1.7128</td>
<td>1.2889</td>
<td>2.0513</td>
<td>1.3366</td>
<td>2.3917</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.31</td>
<td>1.2588</td>
<td>1.7857</td>
<td>1.3098</td>
<td>2.1391</td>
<td>1.3610</td>
<td>2.4949</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.32</td>
<td>1.2770</td>
<td>1.8604</td>
<td>1.3317</td>
<td>2.2294</td>
<td>1.3865</td>
<td>2.6011</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.33</td>
<td>1.2960</td>
<td>1.9372</td>
<td>1.3544</td>
<td>2.3222</td>
<td>1.4130</td>
<td>2.7105</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.34</td>
<td>1.3158</td>
<td>2.0161</td>
<td>1.3781</td>
<td>2.4178</td>
<td>1.4407</td>
<td>2.8234</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.35</td>
<td>1.3363</td>
<td>2.0973</td>
<td>1.4028</td>
<td>2.5163</td>
<td>1.4695</td>
<td>2.9400</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.36</td>
<td>1.3577</td>
<td>2.1809</td>
<td>1.4285</td>
<td>2.6181</td>
<td>1.4995</td>
<td>3.0607</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.37</td>
<td>1.3800</td>
<td>2.2672</td>
<td>1.4552</td>
<td>2.7233</td>
<td>1.5307</td>
<td>3.1858</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.38</td>
<td>1.4031</td>
<td>2.3563</td>
<td>1.4829</td>
<td>2.8322</td>
<td>1.5632</td>
<td>3.3156</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.39</td>
<td>1.4271</td>
<td>2.4484</td>
<td>1.5118</td>
<td>2.9451</td>
<td>1.5971</td>
<td>3.4506</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.40</td>
<td>1.4520</td>
<td>2.5438</td>
<td>1.5419</td>
<td>3.0623</td>
<td>1.6323</td>
<td>3.5911</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \mu = 3 )</td>
<td>( \mu = 4 )</td>
<td>( \mu = 5 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>x</strong></td>
<td><strong>y</strong></td>
<td><strong>y'</strong></td>
<td><strong>y</strong></td>
<td><strong>y'</strong></td>
<td><strong>y</strong></td>
<td><strong>y'</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.41</td>
<td>1.4780</td>
<td>2.6426</td>
<td>1.5731</td>
<td>3.1841</td>
<td>1.6689</td>
<td>3.7377</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.42</td>
<td>1.5049</td>
<td>2.7451</td>
<td>1.6056</td>
<td>3.3110</td>
<td>1.7070</td>
<td>3.8909</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.43</td>
<td>1.5329</td>
<td>2.8517</td>
<td>1.6393</td>
<td>3.4433</td>
<td>1.7467</td>
<td>4.0512</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.44</td>
<td>1.5620</td>
<td>2.9625</td>
<td>1.6744</td>
<td>3.5815</td>
<td>1.7881</td>
<td>4.2193</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.45</td>
<td>1.5922</td>
<td>3.0780</td>
<td>1.7110</td>
<td>3.7260</td>
<td>1.8312</td>
<td>4.3959</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.46</td>
<td>1.6235</td>
<td>3.1984</td>
<td>1.7490</td>
<td>3.8774</td>
<td>1.8760</td>
<td>4.5817</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.47</td>
<td>1.6561</td>
<td>3.3242</td>
<td>1.7885</td>
<td>4.0363</td>
<td>1.9228</td>
<td>4.7776</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.48</td>
<td>1.6900</td>
<td>3.4558</td>
<td>1.8297</td>
<td>4.2033</td>
<td>1.9716</td>
<td>4.9845</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.49</td>
<td>1.7253</td>
<td>3.5937</td>
<td>1.8726</td>
<td>4.3791</td>
<td>2.0226</td>
<td>5.2034</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>1.7619</td>
<td>3.7383</td>
<td>1.9173</td>
<td>4.5646</td>
<td>2.0757</td>
<td>5.4356</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.51</td>
<td>1.8001</td>
<td>3.8900</td>
<td>1.9640</td>
<td>4.7610</td>
<td>2.1313</td>
<td>5.6820</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.52</td>
<td>1.8398</td>
<td>4.0500</td>
<td>2.0126</td>
<td>4.9680</td>
<td>2.1894</td>
<td>5.9450</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.53</td>
<td>1.8811</td>
<td>4.2190</td>
<td>2.0634</td>
<td>5.1880</td>
<td>2.2503</td>
<td>6.2260</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.54</td>
<td>1.9242</td>
<td>4.3970</td>
<td>2.1164</td>
<td>5.4220</td>
<td>2.3140</td>
<td>6.5250</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.55</td>
<td>1.9691</td>
<td>4.5850</td>
<td>2.1719</td>
<td>5.6700</td>
<td>2.3809</td>
<td>6.8470</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.56</td>
<td>2.0159</td>
<td>4.7840</td>
<td>2.2299</td>
<td>5.9360</td>
<td>2.4510</td>
<td>7.1920</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.57</td>
<td>2.0648</td>
<td>4.9950</td>
<td>2.2906</td>
<td>6.2200</td>
<td>2.5248</td>
<td>7.5640</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.58</td>
<td>2.1159</td>
<td>5.2200</td>
<td>2.3543</td>
<td>6.5230</td>
<td>2.6024</td>
<td>7.9660</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.59</td>
<td>2.1692</td>
<td>5.4590</td>
<td>2.4212</td>
<td>6.8500</td>
<td>2.6842</td>
<td>8.4010</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.60</td>
<td>2.2251</td>
<td>5.7140</td>
<td>2.4914</td>
<td>7.2000</td>
<td>2.7705</td>
<td>8.8720</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.61</td>
<td>2.2836</td>
<td>5.9870</td>
<td>2.5653</td>
<td>7.5790</td>
<td>2.8618</td>
<td>9.3860</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.62</td>
<td>2.3449</td>
<td>6.2790</td>
<td>2.6431</td>
<td>7.9880</td>
<td>2.9584</td>
<td>9.9470</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.63</td>
<td>2.4092</td>
<td>6.5930</td>
<td>2.7251</td>
<td>8.4320</td>
<td>3.0609</td>
<td>10.5600</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.64</td>
<td>2.4768</td>
<td>6.9300</td>
<td>2.8118</td>
<td>8.9130</td>
<td>3.1698</td>
<td>11.2300</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.65</td>
<td>2.5479</td>
<td>7.2930</td>
<td>2.9036</td>
<td>9.4380</td>
<td>3.2858</td>
<td>11.9800</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.66</td>
<td>2.6228</td>
<td>7.6860</td>
<td>3.0008</td>
<td>10.0100</td>
<td>3.4097</td>
<td>12.8000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.67</td>
<td>2.7017</td>
<td>8.1110</td>
<td>3.1040</td>
<td>10.6400</td>
<td>3.5422</td>
<td>13.7100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.68</td>
<td>2.7851</td>
<td>8.5720</td>
<td>3.2138</td>
<td>11.3300</td>
<td>3.6843</td>
<td>14.7300</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.69</td>
<td>2.8733</td>
<td>9.0740</td>
<td>3.3309</td>
<td>12.1000</td>
<td>3.8372</td>
<td>15.8700</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.70</td>
<td>2.9668</td>
<td>9.6220</td>
<td>3.4560</td>
<td>12.9400</td>
<td>4.0021</td>
<td>17.1500</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.71</td>
<td>3.0659</td>
<td>10.2200</td>
<td>3.5900</td>
<td>13.8800</td>
<td>4.1807</td>
<td>18.6000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.72</td>
<td>3.1714</td>
<td>10.8800</td>
<td>3.7339</td>
<td>14.9300</td>
<td>4.3748</td>
<td>20.2400</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.73</td>
<td>3.2838</td>
<td>11.6100</td>
<td>3.8890</td>
<td>16.1000</td>
<td>4.5864</td>
<td>22.1200</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.74</td>
<td>3.4038</td>
<td>12.4100</td>
<td>4.0565</td>
<td>17.4200</td>
<td>4.8182</td>
<td>24.2900</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>3.5322</td>
<td>13.3000</td>
<td>4.2380</td>
<td>18.9200</td>
<td>5.0732</td>
<td>26.7900</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.76</td>
<td>3.6701</td>
<td>14.2900</td>
<td>4.4356</td>
<td>20.6200</td>
<td>5.3554</td>
<td>29.7100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.77</td>
<td>3.8184</td>
<td>15.4000</td>
<td>4.6513</td>
<td>22.5700</td>
<td>5.6692</td>
<td>33.1500</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.78</td>
<td>3.9755</td>
<td>16.6400</td>
<td>4.8880</td>
<td>24.8200</td>
<td>6.0205</td>
<td>37.2300</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.79</td>
<td>4.1518</td>
<td>18.0500</td>
<td>5.1489</td>
<td>27.4200</td>
<td>6.4166</td>
<td>42.1300</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.80</td>
<td>4.3400</td>
<td>19.6400</td>
<td>5.4380</td>
<td>30.4700</td>
<td>6.8667</td>
<td>48.0900</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x$</td>
<td>$y$</td>
<td>$y'$</td>
<td>$y$</td>
<td>$y'$</td>
<td>$y$</td>
<td>$y'$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.81</td>
<td>4.545</td>
<td>21.5</td>
<td>5.760</td>
<td>34.1</td>
<td>7.383</td>
<td>55.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.82</td>
<td>4.770</td>
<td>23.5</td>
<td>6.121</td>
<td>38.3</td>
<td>7.981</td>
<td>64.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.83</td>
<td>5.017</td>
<td>26.0</td>
<td>6.530</td>
<td>43.5</td>
<td>8.683</td>
<td>76.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.84</td>
<td>5.291</td>
<td>28.8</td>
<td>6.995</td>
<td>49.8</td>
<td>9.517</td>
<td>91.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.85</td>
<td>5.594</td>
<td>32.1</td>
<td>7.530</td>
<td>57.5</td>
<td>10.53</td>
<td>112.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.86</td>
<td>5.934</td>
<td>36.0</td>
<td>8.151</td>
<td>67.2</td>
<td>11.77</td>
<td>139.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.87</td>
<td>6.316</td>
<td>40.6</td>
<td>8.883</td>
<td>79.7</td>
<td>13.35</td>
<td>179.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.88</td>
<td>6.750</td>
<td>46.3</td>
<td>9.757</td>
<td>95.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.89</td>
<td>7.246</td>
<td>53.2</td>
<td>10.82</td>
<td>118.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90</td>
<td>7.820</td>
<td>61.9</td>
<td>12.14</td>
<td>148.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.91</td>
<td>8.491</td>
<td>72.8</td>
<td>13.82</td>
<td>191.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.92</td>
<td>9.286</td>
<td>86.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.93</td>
<td>10.24</td>
<td>106.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.94</td>
<td>11.42</td>
<td>131.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.95</td>
<td>12.90</td>
<td>167.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( x )</td>
<td>( \mu = 3 )</td>
<td>( \mu = 4 )</td>
<td>( \mu = 5 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( y )</td>
<td>( y' )</td>
<td>( y )</td>
<td>( y' )</td>
<td>( y )</td>
<td>( y' )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.00</td>
<td>1.0000</td>
<td>0.0000</td>
<td>1.0000</td>
<td>0.0000</td>
<td>1.0000</td>
<td>0.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.01</td>
<td>1.0003</td>
<td>-0.0501</td>
<td>1.0003</td>
<td>-0.0601</td>
<td>1.0004</td>
<td>-0.0701</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.02</td>
<td>1.0010</td>
<td>-0.1000</td>
<td>1.0012</td>
<td>-0.1200</td>
<td>1.0014</td>
<td>-0.1401</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.03</td>
<td>1.0023</td>
<td>-0.1500</td>
<td>1.0027</td>
<td>-0.1800</td>
<td>1.0032</td>
<td>-0.2100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.04</td>
<td>1.0040</td>
<td>-0.1999</td>
<td>1.0048</td>
<td>-0.2400</td>
<td>1.0056</td>
<td>-0.2800</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.05</td>
<td>1.0062</td>
<td>-0.2499</td>
<td>1.0075</td>
<td>-0.3000</td>
<td>1.0088</td>
<td>-0.3501</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.06</td>
<td>1.0090</td>
<td>-0.2999</td>
<td>1.0108</td>
<td>-0.3601</td>
<td>1.0126</td>
<td>-0.4203</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.07</td>
<td>1.0122</td>
<td>-0.3500</td>
<td>1.0147</td>
<td>-0.4203</td>
<td>1.0172</td>
<td>-0.4907</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.08</td>
<td>1.0160</td>
<td>-0.4002</td>
<td>1.0192</td>
<td>-0.4807</td>
<td>1.0224</td>
<td>-0.5612</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.09</td>
<td>1.0202</td>
<td>-0.4505</td>
<td>1.0243</td>
<td>-0.5412</td>
<td>1.0284</td>
<td>-0.6320</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.10</td>
<td>1.0250</td>
<td>-0.5010</td>
<td>1.0300</td>
<td>-0.6020</td>
<td>1.0351</td>
<td>-0.7031</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.11</td>
<td>1.0303</td>
<td>-0.5517</td>
<td>1.0364</td>
<td>-0.6631</td>
<td>1.0424</td>
<td>-0.7745</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.12</td>
<td>1.0360</td>
<td>-0.6027</td>
<td>1.0433</td>
<td>-0.7245</td>
<td>1.0505</td>
<td>-0.8463</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.13</td>
<td>1.0423</td>
<td>-0.6540</td>
<td>1.0508</td>
<td>-0.7863</td>
<td>1.0594</td>
<td>-0.9186</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.14</td>
<td>1.0491</td>
<td>-0.7055</td>
<td>1.0590</td>
<td>-0.8484</td>
<td>1.0689</td>
<td>-0.9914</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.15</td>
<td>1.0564</td>
<td>-0.7574</td>
<td>1.0678</td>
<td>-0.9110</td>
<td>1.0792</td>
<td>-1.0647</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.16</td>
<td>1.0643</td>
<td>-0.8097</td>
<td>1.0772</td>
<td>-0.9742</td>
<td>1.0902</td>
<td>-1.1386</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.17</td>
<td>1.0726</td>
<td>-0.8625</td>
<td>1.0873</td>
<td>-1.0378</td>
<td>1.1020</td>
<td>-1.2133</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.18</td>
<td>1.0815</td>
<td>-0.9157</td>
<td>1.0980</td>
<td>-1.1021</td>
<td>1.1145</td>
<td>-1.2887</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.19</td>
<td>1.0909</td>
<td>-0.9694</td>
<td>1.1093</td>
<td>-1.1671</td>
<td>1.1278</td>
<td>-1.3649</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.20</td>
<td>1.1009</td>
<td>-1.0237</td>
<td>1.1213</td>
<td>-1.2327</td>
<td>1.1418</td>
<td>-1.4420</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.21</td>
<td>1.1114</td>
<td>-1.0786</td>
<td>1.1340</td>
<td>-1.2992</td>
<td>1.1566</td>
<td>-1.5201</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.22</td>
<td>1.1225</td>
<td>-1.1342</td>
<td>1.1473</td>
<td>-1.3666</td>
<td>1.1722</td>
<td>-1.5993</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.23</td>
<td>1.1341</td>
<td>-1.1905</td>
<td>1.1613</td>
<td>-1.4348</td>
<td>1.1886</td>
<td>-1.6796</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.24</td>
<td>1.1463</td>
<td>-1.2476</td>
<td>1.1760</td>
<td>-1.5041</td>
<td>1.2058</td>
<td>-1.7613</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.25</td>
<td>1.1591</td>
<td>-1.3055</td>
<td>1.1914</td>
<td>-1.5745</td>
<td>1.2238</td>
<td>-1.8443</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.26</td>
<td>1.1724</td>
<td>-1.3643</td>
<td>1.2075</td>
<td>-1.6461</td>
<td>1.2427</td>
<td>-1.9287</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.27</td>
<td>1.1864</td>
<td>-1.4241</td>
<td>1.2223</td>
<td>-1.7189</td>
<td>1.2624</td>
<td>-2.0148</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.28</td>
<td>1.2009</td>
<td>-1.4850</td>
<td>1.2419</td>
<td>-1.7932</td>
<td>1.2830</td>
<td>-2.1027</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.29</td>
<td>1.2161</td>
<td>-1.5469</td>
<td>1.2602</td>
<td>-1.8689</td>
<td>1.3045</td>
<td>-2.1924</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.30</td>
<td>1.2318</td>
<td>-1.6101</td>
<td>1.2793</td>
<td>-1.9462</td>
<td>1.3268</td>
<td>-2.2842</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.31</td>
<td>1.2483</td>
<td>-1.6746</td>
<td>1.2991</td>
<td>-2.0253</td>
<td>1.3501</td>
<td>-2.3782</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.32</td>
<td>1.2653</td>
<td>-1.7405</td>
<td>1.3198</td>
<td>-2.1062</td>
<td>1.3744</td>
<td>-2.4746</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.33</td>
<td>1.2831</td>
<td>-1.8078</td>
<td>1.3413</td>
<td>-2.1891</td>
<td>1.3996</td>
<td>-2.5736</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.34</td>
<td>1.3015</td>
<td>-1.8768</td>
<td>1.3636</td>
<td>-2.2742</td>
<td>1.4259</td>
<td>-2.6754</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.35</td>
<td>1.3206</td>
<td>-1.9475</td>
<td>1.3868</td>
<td>-2.3616</td>
<td>1.4532</td>
<td>-2.7803</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.36</td>
<td>1.3405</td>
<td>-2.0200</td>
<td>1.4108</td>
<td>-2.4515</td>
<td>1.4815</td>
<td>-2.8884</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.37</td>
<td>1.3610</td>
<td>-2.0945</td>
<td>1.4358</td>
<td>-2.5441</td>
<td>1.5109</td>
<td>-3.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.38</td>
<td>1.3823</td>
<td>-2.1711</td>
<td>1.4617</td>
<td>-2.6396</td>
<td>1.5415</td>
<td>-3.1156</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.39</td>
<td>1.4044</td>
<td>-2.2500</td>
<td>1.4886</td>
<td>-2.7383</td>
<td>1.5733</td>
<td>-3.2353</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.40</td>
<td>1.4274</td>
<td>-2.3313</td>
<td>1.5165</td>
<td>-2.8403</td>
<td>1.6062</td>
<td>-3.3595</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x$</td>
<td>$\mu=3$</td>
<td>$y'$</td>
<td>$y$</td>
<td>$y'$</td>
<td>$y$</td>
<td>$y'$</td>
<td>$\mu=5$</td>
<td>$y'$</td>
</tr>
<tr>
<td>------</td>
<td>--------</td>
<td>-------</td>
<td>------</td>
<td>-------</td>
<td>------</td>
<td>-------</td>
<td>--------</td>
<td>-------</td>
</tr>
<tr>
<td>-0.41</td>
<td>1.4511</td>
<td>-2.4152</td>
<td>1.5454</td>
<td>-2.9460</td>
<td>1.6405</td>
<td>-3.4886</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.42</td>
<td>1.4757</td>
<td>-2.5019</td>
<td>1.5754</td>
<td>-3.0557</td>
<td>1.6760</td>
<td>-3.6231</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.43</td>
<td>1.5011</td>
<td>-2.5917</td>
<td>1.6066</td>
<td>-3.1696</td>
<td>1.7130</td>
<td>-3.7634</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.44</td>
<td>1.5275</td>
<td>-2.6847</td>
<td>1.6388</td>
<td>-3.2882</td>
<td>1.7513</td>
<td>-3.9099</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.45</td>
<td>1.5548</td>
<td>-2.7812</td>
<td>1.6723</td>
<td>-3.4117</td>
<td>1.7912</td>
<td>-4.0634</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.46</td>
<td>1.5831</td>
<td>-2.8815</td>
<td>1.7071</td>
<td>-3.5407</td>
<td>1.8326</td>
<td>-4.2243</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.47</td>
<td>1.6125</td>
<td>-2.9858</td>
<td>1.7432</td>
<td>-3.6755</td>
<td>1.8757</td>
<td>-4.3933</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.48</td>
<td>1.6429</td>
<td>-3.0944</td>
<td>1.7806</td>
<td>-3.8167</td>
<td>1.9205</td>
<td>-4.5712</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.49</td>
<td>1.6744</td>
<td>-3.2078</td>
<td>1.8195</td>
<td>-3.9648</td>
<td>1.9671</td>
<td>-4.7589</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.50</td>
<td>1.7070</td>
<td>-3.3263</td>
<td>1.8599</td>
<td>-4.1204</td>
<td>2.0157</td>
<td>-4.9571</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.51</td>
<td>1.7409</td>
<td>-3.4500</td>
<td>1.9020</td>
<td>-4.2841</td>
<td>2.0663</td>
<td>-5.167</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.52</td>
<td>1.7761</td>
<td>-3.5800</td>
<td>1.9457</td>
<td>-4.4571</td>
<td>2.1191</td>
<td>-5.390</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.53</td>
<td>1.8125</td>
<td>-3.7161</td>
<td>1.9911</td>
<td>-4.6391</td>
<td>2.1742</td>
<td>-5.627</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.54</td>
<td>1.8504</td>
<td>-3.8600</td>
<td>2.0385</td>
<td>-4.8322</td>
<td>2.2317</td>
<td>-5.879</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.55</td>
<td>1.8898</td>
<td>-4.0100</td>
<td>2.0878</td>
<td>-5.0373</td>
<td>2.2918</td>
<td>-6.148</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.56</td>
<td>1.9307</td>
<td>-4.1690</td>
<td>2.1393</td>
<td>-5.2544</td>
<td>2.3547</td>
<td>-6.436</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.57</td>
<td>1.9732</td>
<td>-4.337</td>
<td>2.1929</td>
<td>-5.4854</td>
<td>2.4206</td>
<td>-6.745</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.58</td>
<td>2.0174</td>
<td>-4.5150</td>
<td>2.2490</td>
<td>-5.7325</td>
<td>2.4897</td>
<td>-7.077</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.59</td>
<td>2.0635</td>
<td>-4.7030</td>
<td>2.3076</td>
<td>-5.9955</td>
<td>2.5522</td>
<td>-7.435</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.60</td>
<td>2.1115</td>
<td>-4.9030</td>
<td>2.3690</td>
<td>-6.2776</td>
<td>2.6385</td>
<td>-7.822</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.61</td>
<td>2.1616</td>
<td>-5.1150</td>
<td>2.4332</td>
<td>-6.5800</td>
<td>2.7187</td>
<td>-8.240</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.62</td>
<td>2.2139</td>
<td>-5.3410</td>
<td>2.5006</td>
<td>-6.9050</td>
<td>2.8034</td>
<td>-8.694</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.63</td>
<td>2.2685</td>
<td>-5.5830</td>
<td>2.5714</td>
<td>-7.2560</td>
<td>2.8927</td>
<td>-9.188</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.64</td>
<td>2.3256</td>
<td>-5.8410</td>
<td>2.6458</td>
<td>-7.6340</td>
<td>2.9873</td>
<td>-9.728</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.65</td>
<td>2.3854</td>
<td>-6.1170</td>
<td>2.7242</td>
<td>-8.0440</td>
<td>3.0875</td>
<td>-10.32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.66</td>
<td>2.4480</td>
<td>-6.4140</td>
<td>2.8068</td>
<td>-8.4890</td>
<td>3.1939</td>
<td>-10.97</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.67</td>
<td>2.5137</td>
<td>-6.7330</td>
<td>2.8941</td>
<td>-8.9740</td>
<td>3.3071</td>
<td>-11.68</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.68</td>
<td>2.5827</td>
<td>-7.0770</td>
<td>2.9865</td>
<td>-9.5020</td>
<td>3.4278</td>
<td>-12.47</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.69</td>
<td>2.6553</td>
<td>-7.4480</td>
<td>3.0843</td>
<td>-10.0800</td>
<td>3.5568</td>
<td>-13.35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.70</td>
<td>2.7318</td>
<td>-7.8500</td>
<td>3.1883</td>
<td>-10.7200</td>
<td>3.6952</td>
<td>-14.33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.71</td>
<td>2.8124</td>
<td>-8.2870</td>
<td>3.2989</td>
<td>-11.4200</td>
<td>3.8438</td>
<td>-15.43</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.72</td>
<td>2.8977</td>
<td>-8.7620</td>
<td>3.4168</td>
<td>-12.1900</td>
<td>4.0041</td>
<td>-16.66</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.73</td>
<td>2.9878</td>
<td>-9.2810</td>
<td>3.5429</td>
<td>-13.0500</td>
<td>4.1775</td>
<td>-18.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.74</td>
<td>3.0834</td>
<td>-9.8480</td>
<td>3.6781</td>
<td>-14.0000</td>
<td>4.3656</td>
<td>-19.62</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.75</td>
<td>3.1850</td>
<td>-10.4700</td>
<td>3.8234</td>
<td>-15.0700</td>
<td>4.5706</td>
<td>-21.42</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.76</td>
<td>3.2930</td>
<td>-11.1600</td>
<td>3.9799</td>
<td>-16.2700</td>
<td>4.7949</td>
<td>-23.49</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.77</td>
<td>3.4083</td>
<td>-11.9100</td>
<td>4.1492</td>
<td>-17.6200</td>
<td>5.0415</td>
<td>-25.88</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.78</td>
<td>3.5316</td>
<td>-12.7500</td>
<td>4.3329</td>
<td>-19.1500</td>
<td>5.3138</td>
<td>-28.66</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.79</td>
<td>3.6637</td>
<td>-13.6800</td>
<td>4.5330</td>
<td>-20.9000</td>
<td>5.6163</td>
<td>-31.93</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.80</td>
<td>3.8056</td>
<td>-14.7300</td>
<td>4.7517</td>
<td>-22.9000</td>
<td>5.9545</td>
<td>-35.80</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \mu = 3 )</td>
<td>( \mu = 4 )</td>
<td>( \mu = 5 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( x )</td>
<td>( y )</td>
<td>( y' )</td>
<td>( y )</td>
<td>( y' )</td>
<td>( y )</td>
<td>( y' )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.81</td>
<td>3.959</td>
<td>-15.9</td>
<td>4.992</td>
<td>-25.2</td>
<td>6.335</td>
<td>-40.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.82</td>
<td>4.124</td>
<td>-17.2</td>
<td>5.257</td>
<td>-27.9</td>
<td>6.766</td>
<td>-46.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.83</td>
<td>4.303</td>
<td>-18.7</td>
<td>5.552</td>
<td>-31.1</td>
<td>7.260</td>
<td>-52.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.84</td>
<td>4.499</td>
<td>-20.4</td>
<td>5.880</td>
<td>-34.8</td>
<td>7.831</td>
<td>-61.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.85</td>
<td>4.712</td>
<td>-22.3</td>
<td>6.249</td>
<td>-39.2</td>
<td>8.497</td>
<td>-72.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.86</td>
<td>4.947</td>
<td>-24.6</td>
<td>6.668</td>
<td>-44.6</td>
<td>9.288</td>
<td>-86.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.87</td>
<td>5.205</td>
<td>-27.2</td>
<td>7.145</td>
<td>-51.1</td>
<td>10.24</td>
<td>-105.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.88</td>
<td>5.492</td>
<td>-30.2</td>
<td>7.696</td>
<td>-59.3</td>
<td>11.41</td>
<td>-130.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.89</td>
<td>5.811</td>
<td>-33.8</td>
<td>8.338</td>
<td>-69.5</td>
<td>12.87</td>
<td>-165.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.90</td>
<td>6.170</td>
<td>-38.1</td>
<td>9.096</td>
<td>-82.7</td>
<td>14.77</td>
<td>-218.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.91</td>
<td>6.576</td>
<td>-43.2</td>
<td>10.00</td>
<td>-100.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.92</td>
<td>7.039</td>
<td>-49.5</td>
<td>11.12</td>
<td>-123.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.93</td>
<td>7.571</td>
<td>-57.2</td>
<td>12.50</td>
<td>-156.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.94</td>
<td>8.190</td>
<td>-67.0</td>
<td>14.29</td>
<td>-204.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.95</td>
<td>8.919</td>
<td>-79.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.96</td>
<td>9.790</td>
<td>-95.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.97</td>
<td>10.85</td>
<td>-117.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.98</td>
<td>12.17</td>
<td>-148.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.99</td>
<td>13.85</td>
<td>-191.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The values tabulated are approximations of $y(x)$ and $y'(x)$, where $y(x)$ is the solution of Van der Pol's equation

\[
\frac{dy}{dx^2} - \epsilon (1-y^2) \frac{dy}{dx} + y = 0,
\]

for the initial conditions: $y(0)=2$, $y'(0)=0$ and for $\epsilon=0.5, 1, 2, 3, 4, 5$.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$\epsilon=0.5$</th>
<th>$\epsilon=1.0$</th>
<th>$\epsilon=2.0$</th>
<th>$x$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$y$</td>
<td>$y'$</td>
<td>$y$</td>
<td>$y'$</td>
</tr>
<tr>
<td>0.0</td>
<td>2.00</td>
<td>0.00</td>
<td>2.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0.1</td>
<td>1.99</td>
<td>-0.19</td>
<td>1.99</td>
<td>-0.17</td>
</tr>
<tr>
<td>0.2</td>
<td>1.96</td>
<td>-0.34</td>
<td>1.97</td>
<td>-0.30</td>
</tr>
<tr>
<td>0.3</td>
<td>1.92</td>
<td>-0.48</td>
<td>1.93</td>
<td>-0.40</td>
</tr>
<tr>
<td>0.4</td>
<td>1.87</td>
<td>-0.60</td>
<td>1.89</td>
<td>-0.47</td>
</tr>
<tr>
<td>0.5</td>
<td>1.80</td>
<td>-0.71</td>
<td>1.84</td>
<td>-0.53</td>
</tr>
<tr>
<td>0.6</td>
<td>1.73</td>
<td>-0.80</td>
<td>1.78</td>
<td>-0.59</td>
</tr>
<tr>
<td>0.7</td>
<td>1.64</td>
<td>-0.89</td>
<td>1.72</td>
<td>-0.64</td>
</tr>
<tr>
<td>0.8</td>
<td>1.55</td>
<td>-0.98</td>
<td>1.65</td>
<td>-0.68</td>
</tr>
<tr>
<td>0.9</td>
<td>1.45</td>
<td>-1.07</td>
<td>1.58</td>
<td>-0.73</td>
</tr>
<tr>
<td>1.0</td>
<td>1.33</td>
<td>-1.15</td>
<td>1.51</td>
<td>-0.78</td>
</tr>
<tr>
<td>1.1</td>
<td>1.21</td>
<td>-1.24</td>
<td>1.43</td>
<td>-0.83</td>
</tr>
<tr>
<td>1.2</td>
<td>1.09</td>
<td>-1.34</td>
<td>1.34</td>
<td>-0.89</td>
</tr>
<tr>
<td>1.3</td>
<td>0.95</td>
<td>-1.44</td>
<td>1.25</td>
<td>-0.96</td>
</tr>
<tr>
<td>1.4</td>
<td>0.80</td>
<td>-1.54</td>
<td>1.15</td>
<td>-1.04</td>
</tr>
<tr>
<td>1.5</td>
<td>0.64</td>
<td>-1.65</td>
<td>1.04</td>
<td>-1.12</td>
</tr>
<tr>
<td>1.6</td>
<td>0.47</td>
<td>-1.77</td>
<td>0.92</td>
<td>-1.23</td>
</tr>
<tr>
<td>1.7</td>
<td>0.28</td>
<td>-1.88</td>
<td>0.80</td>
<td>-1.35</td>
</tr>
<tr>
<td>1.8</td>
<td>0.09</td>
<td>-2.00</td>
<td>0.65</td>
<td>-1.49</td>
</tr>
<tr>
<td>1.9</td>
<td>-0.11</td>
<td>-2.10</td>
<td>0.50</td>
<td>-1.65</td>
</tr>
<tr>
<td>2.0</td>
<td>-0.33</td>
<td>-2.18</td>
<td>0.32</td>
<td>-1.83</td>
</tr>
<tr>
<td>2.1</td>
<td>-0.55</td>
<td>-2.22</td>
<td>0.13</td>
<td>-2.04</td>
</tr>
<tr>
<td>2.2</td>
<td>-0.77</td>
<td>-2.22</td>
<td>-0.08</td>
<td>-2.25</td>
</tr>
<tr>
<td>2.3</td>
<td>-0.99</td>
<td>-2.15</td>
<td>-0.32</td>
<td>-2.46</td>
</tr>
<tr>
<td>2.4</td>
<td>-1.20</td>
<td>-2.02</td>
<td>-0.58</td>
<td>-2.62</td>
</tr>
<tr>
<td>2.5</td>
<td>-1.39</td>
<td>-1.83</td>
<td>-0.84</td>
<td>-2.68</td>
</tr>
<tr>
<td>2.6</td>
<td>-1.56</td>
<td>-1.58</td>
<td>-1.11</td>
<td>-2.59</td>
</tr>
<tr>
<td>2.7</td>
<td>-1.71</td>
<td>-1.29</td>
<td>-1.35</td>
<td>-2.34</td>
</tr>
<tr>
<td>2.8</td>
<td>-1.82</td>
<td>-1.00</td>
<td>-1.57</td>
<td>-1.95</td>
</tr>
<tr>
<td>2.9</td>
<td>-1.91</td>
<td>-0.71</td>
<td>-1.74</td>
<td>-1.48</td>
</tr>
</tbody>
</table>
## Table III—Continued

<table>
<thead>
<tr>
<th>$x$</th>
<th>$\epsilon=0.5$</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$y$</td>
<td>$y'$</td>
<td></td>
<td>$y$</td>
<td>$y'$</td>
<td></td>
<td>$y$</td>
<td>$y'$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>-1.96</td>
<td>-0.43</td>
<td>-1.87</td>
<td>-1.02</td>
<td>-0.39</td>
<td>-3.34</td>
<td>3.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.1</td>
<td>-1.99</td>
<td>-0.19</td>
<td>-1.95</td>
<td>-0.62</td>
<td>-0.75</td>
<td>-3.75</td>
<td>3.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.2</td>
<td>-2.00</td>
<td>0.02</td>
<td>-1.99</td>
<td>-0.29</td>
<td>-1.13</td>
<td>-3.74</td>
<td>3.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.3</td>
<td>-1.99</td>
<td>0.20</td>
<td>-2.00</td>
<td>-0.04</td>
<td>-1.48</td>
<td>-3.11</td>
<td>3.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.4</td>
<td>-1.96</td>
<td>0.36</td>
<td>-2.00</td>
<td>0.14</td>
<td>-1.74</td>
<td>-2.11</td>
<td>3.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.5</td>
<td>-1.92</td>
<td>0.50</td>
<td>-1.98</td>
<td>0.28</td>
<td>-1.90</td>
<td>-1.18</td>
<td>3.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.6</td>
<td>-1.86</td>
<td>0.61</td>
<td>-1.95</td>
<td>0.38</td>
<td>-1.99</td>
<td>-0.52</td>
<td>3.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.7</td>
<td>-1.80</td>
<td>0.72</td>
<td>-1.91</td>
<td>0.46</td>
<td>-2.00</td>
<td>-0.14</td>
<td>3.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.8</td>
<td>-1.72</td>
<td>0.81</td>
<td>-1.86</td>
<td>0.52</td>
<td>-2.00</td>
<td>0.08</td>
<td>3.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.9</td>
<td>-1.63</td>
<td>0.90</td>
<td>-1.80</td>
<td>0.58</td>
<td>-2.00</td>
<td>0.19</td>
<td>3.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.0</td>
<td>-1.54</td>
<td>0.99</td>
<td>-1.74</td>
<td>0.62</td>
<td>-1.98</td>
<td>0.26</td>
<td>4.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.1</td>
<td>-1.44</td>
<td>1.08</td>
<td>-1.68</td>
<td>0.67</td>
<td>-1.95</td>
<td>0.29</td>
<td>4.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.2</td>
<td>-1.32</td>
<td>1.16</td>
<td>-1.61</td>
<td>0.72</td>
<td>-1.92</td>
<td>0.32</td>
<td>4.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.3</td>
<td>-1.20</td>
<td>1.25</td>
<td>-1.53</td>
<td>0.77</td>
<td>-1.89</td>
<td>0.34</td>
<td>4.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.4</td>
<td>-1.07</td>
<td>1.35</td>
<td>-1.45</td>
<td>0.82</td>
<td>-1.86</td>
<td>0.35</td>
<td>4.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.5</td>
<td>-0.93</td>
<td>1.45</td>
<td>-1.37</td>
<td>0.87</td>
<td>-1.82</td>
<td>0.36</td>
<td>4.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.6</td>
<td>-0.78</td>
<td>1.55</td>
<td>-1.28</td>
<td>0.94</td>
<td>-1.78</td>
<td>0.38</td>
<td>4.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.7</td>
<td>-0.62</td>
<td>1.67</td>
<td>-1.18</td>
<td>1.01</td>
<td>-1.74</td>
<td>0.39</td>
<td>4.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.8</td>
<td>-0.45</td>
<td>1.78</td>
<td>-1.08</td>
<td>1.10</td>
<td>-1.70</td>
<td>0.41</td>
<td>4.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.9</td>
<td>-0.27</td>
<td>1.90</td>
<td>-0.96</td>
<td>1.19</td>
<td>-1.66</td>
<td>0.42</td>
<td>4.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>-0.07</td>
<td>2.01</td>
<td>-0.84</td>
<td>1.31</td>
<td>-1.62</td>
<td>0.44</td>
<td>5.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.1</td>
<td>0.13</td>
<td>2.11</td>
<td>-0.70</td>
<td>1.44</td>
<td>-1.57</td>
<td>0.46</td>
<td>5.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.2</td>
<td>0.35</td>
<td>2.18</td>
<td>-0.65</td>
<td>1.59</td>
<td>-1.53</td>
<td>0.48</td>
<td>5.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.3</td>
<td>0.57</td>
<td>2.22</td>
<td>-0.38</td>
<td>1.77</td>
<td>-1.48</td>
<td>0.51</td>
<td>5.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.4</td>
<td>0.79</td>
<td>2.21</td>
<td>-0.19</td>
<td>1.97</td>
<td>-1.43</td>
<td>0.54</td>
<td>5.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.5</td>
<td>1.01</td>
<td>2.14</td>
<td>0.01</td>
<td>2.19</td>
<td>-1.37</td>
<td>0.57</td>
<td>5.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.6</td>
<td>1.22</td>
<td>2.01</td>
<td>0.24</td>
<td>2.40</td>
<td>-1.31</td>
<td>0.61</td>
<td>5.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.7</td>
<td>1.41</td>
<td>1.81</td>
<td>0.49</td>
<td>2.58</td>
<td>-1.25</td>
<td>0.66</td>
<td>5.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.8</td>
<td>1.58</td>
<td>1.55</td>
<td>0.75</td>
<td>2.67</td>
<td>-1.18</td>
<td>0.72</td>
<td>5.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.9</td>
<td>1.72</td>
<td>1.27</td>
<td>1.02</td>
<td>2.64</td>
<td>-1.10</td>
<td>0.78</td>
<td>5.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.0</td>
<td>1.83</td>
<td>0.97</td>
<td>1.28</td>
<td>2.44</td>
<td>-1.02</td>
<td>0.87</td>
<td>6.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.1</td>
<td>1.91</td>
<td>0.68</td>
<td>1.51</td>
<td>2.08</td>
<td>-0.93</td>
<td>0.98</td>
<td>6.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.2</td>
<td>1.97</td>
<td>0.41</td>
<td>1.69</td>
<td>1.63</td>
<td>-0.83</td>
<td>1.11</td>
<td>6.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.3</td>
<td>2.00</td>
<td>0.17</td>
<td>1.83</td>
<td>1.16</td>
<td>-0.71</td>
<td>1.29</td>
<td>6.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.4</td>
<td>2.00</td>
<td>-0.04</td>
<td>1.93</td>
<td>0.73</td>
<td>-0.57</td>
<td>1.52</td>
<td>6.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.5</td>
<td>1.99</td>
<td>-0.22</td>
<td>1.98</td>
<td>0.38</td>
<td>-0.40</td>
<td>1.82</td>
<td>6.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.6</td>
<td>1.96</td>
<td>-0.37</td>
<td>2.00</td>
<td>0.11</td>
<td>-0.20</td>
<td>2.21</td>
<td>6.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.7</td>
<td>1.91</td>
<td>-0.51</td>
<td>2.00</td>
<td>-0.09</td>
<td>0.05</td>
<td>2.71</td>
<td>6.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.8</td>
<td>1.86</td>
<td>-0.62</td>
<td>1.99</td>
<td>-0.24</td>
<td>0.34</td>
<td>3.26</td>
<td>6.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.9</td>
<td>1.79</td>
<td>-0.73</td>
<td>1.96</td>
<td>-0.35</td>
<td>0.69</td>
<td>3.71</td>
<td>6.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x$</td>
<td>$\epsilon=0.5$</td>
<td></td>
<td>$\epsilon=1.0$</td>
<td></td>
<td>$\epsilon=2.0$</td>
<td></td>
<td>$x$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>----------------</td>
<td>-----</td>
<td>----------------</td>
<td>-----</td>
<td>----------------</td>
<td>-----</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.0</td>
<td>1.71</td>
<td>-0.82</td>
<td>1.92</td>
<td>-0.44</td>
<td>1.07</td>
<td>3.78</td>
<td>7.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.1</td>
<td>1.63</td>
<td>-0.91</td>
<td>1.87</td>
<td>-0.50</td>
<td>1.43</td>
<td>3.24</td>
<td>7.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.2</td>
<td>1.53</td>
<td>-1.00</td>
<td>1.82</td>
<td>-0.56</td>
<td>1.71</td>
<td>2.28</td>
<td>7.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.3</td>
<td>1.43</td>
<td>-1.09</td>
<td>1.76</td>
<td>-0.61</td>
<td>1.88</td>
<td>1.30</td>
<td>7.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.4</td>
<td>1.31</td>
<td>-1.17</td>
<td>1.70</td>
<td>-0.66</td>
<td>1.98</td>
<td>0.60</td>
<td>7.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.5</td>
<td>1.19</td>
<td>-1.26</td>
<td>1.63</td>
<td>-0.70</td>
<td>2.00</td>
<td>0.18</td>
<td>7.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.6</td>
<td>1.06</td>
<td>-1.36</td>
<td>1.56</td>
<td>-0.75</td>
<td>2.00</td>
<td>-0.05</td>
<td>7.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.7</td>
<td>0.92</td>
<td>-1.46</td>
<td>1.48</td>
<td>-0.80</td>
<td>2.00</td>
<td>-0.18</td>
<td>7.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.8</td>
<td>0.77</td>
<td>-1.56</td>
<td>1.40</td>
<td>-0.86</td>
<td>1.99</td>
<td>-0.25</td>
<td>7.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.9</td>
<td>0.61</td>
<td>-1.68</td>
<td>1.31</td>
<td>-0.92</td>
<td>1.96</td>
<td>-0.29</td>
<td>7.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.0</td>
<td>0.43</td>
<td>-1.79</td>
<td>1.21</td>
<td>-0.99</td>
<td>1.93</td>
<td>-0.32</td>
<td>8.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.1</td>
<td>0.25</td>
<td>-1.91</td>
<td>1.11</td>
<td>-1.07</td>
<td>1.90</td>
<td>-0.33</td>
<td>8.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.2</td>
<td>0.05</td>
<td>-2.02</td>
<td>1.00</td>
<td>-1.16</td>
<td>1.86</td>
<td>-0.35</td>
<td>8.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.3</td>
<td>-0.16</td>
<td>-2.12</td>
<td>0.88</td>
<td>-1.27</td>
<td>1.83</td>
<td>-0.36</td>
<td>8.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.4</td>
<td>-0.37</td>
<td>-2.19</td>
<td>0.74</td>
<td>-1.40</td>
<td>1.79</td>
<td>-0.38</td>
<td>8.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.5</td>
<td>-0.59</td>
<td>-2.23</td>
<td>0.60</td>
<td>-1.54</td>
<td>1.75</td>
<td>-0.39</td>
<td>8.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.6</td>
<td>-0.81</td>
<td>-2.21</td>
<td>0.44</td>
<td>-1.71</td>
<td>1.71</td>
<td>-0.40</td>
<td>8.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.7</td>
<td>-1.03</td>
<td>-2.13</td>
<td>0.25</td>
<td>-1.91</td>
<td>1.67</td>
<td>-0.42</td>
<td>8.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.8</td>
<td>-1.24</td>
<td>-1.99</td>
<td>0.05</td>
<td>-2.12</td>
<td>1.63</td>
<td>-0.44</td>
<td>8.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.9</td>
<td>-1.43</td>
<td>-1.78</td>
<td>-0.17</td>
<td>-2.33</td>
<td>1.58</td>
<td>-0.46</td>
<td>8.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.0</td>
<td>-1.59</td>
<td>-1.53</td>
<td>-0.41</td>
<td>-2.53</td>
<td>1.53</td>
<td>-0.48</td>
<td>9.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.1</td>
<td>-1.73</td>
<td>-1.24</td>
<td>-0.67</td>
<td>-2.65</td>
<td>1.49</td>
<td>-0.50</td>
<td>9.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.2</td>
<td>-1.84</td>
<td>-0.94</td>
<td>-0.94</td>
<td>-2.67</td>
<td>1.43</td>
<td>-0.53</td>
<td>9.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.3</td>
<td>-1.92</td>
<td>-0.65</td>
<td>-1.20</td>
<td>-2.52</td>
<td>1.38</td>
<td>-0.57</td>
<td>9.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.4</td>
<td>-1.97</td>
<td>-0.38</td>
<td>-1.44</td>
<td>-2.21</td>
<td>1.32</td>
<td>-0.61</td>
<td>9.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.5</td>
<td>-2.00</td>
<td>-0.15</td>
<td>-1.64</td>
<td>-1.78</td>
<td>1.26</td>
<td>-0.65</td>
<td>9.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.6</td>
<td>-2.00</td>
<td>-0.06</td>
<td>-1.79</td>
<td>-1.31</td>
<td>1.19</td>
<td>-0.71</td>
<td>9.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.7</td>
<td>-1.99</td>
<td>0.24</td>
<td>-1.90</td>
<td>-0.86</td>
<td>1.12</td>
<td>-0.77</td>
<td>9.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.8</td>
<td>-1.96</td>
<td>0.39</td>
<td>-1.97</td>
<td>-0.49</td>
<td>1.03</td>
<td>-0.86</td>
<td>9.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.9</td>
<td>-1.91</td>
<td>0.52</td>
<td>-2.00</td>
<td>-0.19</td>
<td>0.94</td>
<td>-0.96</td>
<td>9.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.0</td>
<td>-1.85</td>
<td>0.63</td>
<td>-2.00</td>
<td>-0.33</td>
<td>0.84</td>
<td>-1.09</td>
<td>10.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( x )</td>
<td>( \epsilon = 3.0 )</td>
<td>( \epsilon = 4.0 )</td>
<td>( \epsilon = 5.0 )</td>
<td>( x )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( y )</td>
<td>( y' )</td>
<td>( y )</td>
<td>( y' )</td>
<td>( y )</td>
<td>( y' )</td>
<td>( y )</td>
<td>( y' )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0</td>
<td>2.00</td>
<td>0.00</td>
<td>2.00</td>
<td>0.00</td>
<td>2.00</td>
<td>0.00</td>
<td>0.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>1.99</td>
<td>-0.13</td>
<td>1.99</td>
<td>-0.12</td>
<td>1.99</td>
<td>-0.10</td>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>1.98</td>
<td>-0.19</td>
<td>1.98</td>
<td>-0.15</td>
<td>1.98</td>
<td>-0.13</td>
<td>0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>1.96</td>
<td>-0.21</td>
<td>1.96</td>
<td>-0.17</td>
<td>1.97</td>
<td>-0.13</td>
<td>0.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>1.93</td>
<td>-0.22</td>
<td>1.95</td>
<td>-0.17</td>
<td>1.95</td>
<td>-0.14</td>
<td>0.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>1.91</td>
<td>-0.23</td>
<td>1.93</td>
<td>-0.17</td>
<td>1.94</td>
<td>-0.14</td>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>1.89</td>
<td>-0.24</td>
<td>1.91</td>
<td>-0.18</td>
<td>1.93</td>
<td>-0.14</td>
<td>0.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>1.86</td>
<td>-0.24</td>
<td>1.89</td>
<td>-0.18</td>
<td>1.91</td>
<td>-0.14</td>
<td>0.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>1.84</td>
<td>-0.25</td>
<td>1.88</td>
<td>-0.18</td>
<td>1.90</td>
<td>-0.14</td>
<td>0.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>1.81</td>
<td>-0.26</td>
<td>1.86</td>
<td>-0.19</td>
<td>1.88</td>
<td>-0.15</td>
<td>0.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>1.79</td>
<td>-0.26</td>
<td>1.84</td>
<td>-0.19</td>
<td>1.87</td>
<td>-0.15</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.1</td>
<td>1.76</td>
<td>-0.27</td>
<td>1.82</td>
<td>-0.19</td>
<td>1.85</td>
<td>-0.15</td>
<td>1.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.2</td>
<td>1.73</td>
<td>-0.28</td>
<td>1.80</td>
<td>-0.20</td>
<td>1.84</td>
<td>-0.15</td>
<td>1.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.3</td>
<td>1.71</td>
<td>-0.28</td>
<td>1.78</td>
<td>-0.20</td>
<td>1.82</td>
<td>-0.15</td>
<td>1.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.4</td>
<td>1.68</td>
<td>-0.29</td>
<td>1.76</td>
<td>-0.20</td>
<td>1.81</td>
<td>-0.16</td>
<td>1.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>1.65</td>
<td>-0.30</td>
<td>1.74</td>
<td>-0.21</td>
<td>1.79</td>
<td>-0.16</td>
<td>1.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.6</td>
<td>1.62</td>
<td>-0.31</td>
<td>1.72</td>
<td>-0.21</td>
<td>1.78</td>
<td>-0.16</td>
<td>1.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.7</td>
<td>1.59</td>
<td>-0.32</td>
<td>1.70</td>
<td>-0.22</td>
<td>1.76</td>
<td>-0.17</td>
<td>1.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.8</td>
<td>1.55</td>
<td>-0.34</td>
<td>1.67</td>
<td>-0.22</td>
<td>1.74</td>
<td>-0.17</td>
<td>1.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.9</td>
<td>1.52</td>
<td>-0.35</td>
<td>1.65</td>
<td>-0.23</td>
<td>1.73</td>
<td>-0.17</td>
<td>1.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>1.48</td>
<td>-0.37</td>
<td>1.63</td>
<td>-0.24</td>
<td>1.71</td>
<td>-0.17</td>
<td>2.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.1</td>
<td>1.44</td>
<td>-0.38</td>
<td>1.60</td>
<td>-0.24</td>
<td>1.69</td>
<td>-0.18</td>
<td>2.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.2</td>
<td>1.41</td>
<td>-0.40</td>
<td>1.58</td>
<td>-0.25</td>
<td>1.67</td>
<td>-0.18</td>
<td>2.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.3</td>
<td>1.37</td>
<td>-0.43</td>
<td>1.55</td>
<td>-0.26</td>
<td>1.66</td>
<td>-0.19</td>
<td>2.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.4</td>
<td>1.32</td>
<td>-0.46</td>
<td>1.53</td>
<td>-0.27</td>
<td>1.64</td>
<td>-0.19</td>
<td>2.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>1.27</td>
<td>-0.49</td>
<td>1.50</td>
<td>-0.28</td>
<td>1.62</td>
<td>-0.19</td>
<td>2.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.6</td>
<td>1.22</td>
<td>-0.53</td>
<td>1.47</td>
<td>-0.29</td>
<td>1.60</td>
<td>-0.20</td>
<td>2.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.7</td>
<td>1.17</td>
<td>-0.58</td>
<td>1.44</td>
<td>-0.30</td>
<td>1.58</td>
<td>-0.20</td>
<td>2.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.8</td>
<td>1.11</td>
<td>-0.64</td>
<td>1.41</td>
<td>-0.32</td>
<td>1.56</td>
<td>-0.21</td>
<td>2.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.9</td>
<td>1.04</td>
<td>-0.71</td>
<td>1.38</td>
<td>-0.33</td>
<td>1.54</td>
<td>-0.22</td>
<td>2.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>0.96</td>
<td>-0.81</td>
<td>1.34</td>
<td>-0.35</td>
<td>1.51</td>
<td>-0.22</td>
<td>3.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.1</td>
<td>0.88</td>
<td>-0.95</td>
<td>1.31</td>
<td>-0.38</td>
<td>1.49</td>
<td>-0.23</td>
<td>3.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.2</td>
<td>0.77</td>
<td>-1.13</td>
<td>1.27</td>
<td>-0.40</td>
<td>1.47</td>
<td>-0.24</td>
<td>3.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.3</td>
<td>0.65</td>
<td>-1.38</td>
<td>1.23</td>
<td>-0.43</td>
<td>1.44</td>
<td>-0.25</td>
<td>3.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.4</td>
<td>0.49</td>
<td>-1.75</td>
<td>1.18</td>
<td>-0.47</td>
<td>1.42</td>
<td>-0.26</td>
<td>3.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.5</td>
<td>0.29</td>
<td>-2.30</td>
<td>1.13</td>
<td>-0.52</td>
<td>1.39</td>
<td>-0.27</td>
<td>3.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.6</td>
<td>0.24</td>
<td>-3.10</td>
<td>1.08</td>
<td>-0.58</td>
<td>1.36</td>
<td>-0.28</td>
<td>3.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.7</td>
<td>-0.34</td>
<td>-4.12</td>
<td>1.01</td>
<td>-0.66</td>
<td>1.33</td>
<td>-0.30</td>
<td>3.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.8</td>
<td>-0.80</td>
<td>-4.98</td>
<td>0.94</td>
<td>-0.77</td>
<td>1.30</td>
<td>-0.32</td>
<td>3.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.9</td>
<td>-1.29</td>
<td>-4.71</td>
<td>0.86</td>
<td>-0.93</td>
<td>1.27</td>
<td>-0.34</td>
<td>3.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x$</td>
<td>$e=3.0$</td>
<td>$e=4.0$</td>
<td>$e=5.0$</td>
<td>$x$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>-----</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$y$</td>
<td>$y'$</td>
<td>$y$</td>
<td>$y'$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.0</td>
<td>1.69</td>
<td>-3.08</td>
<td>0.76</td>
<td>-1.15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.1</td>
<td>1.91</td>
<td>-1.42</td>
<td>0.62</td>
<td>-1.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.2</td>
<td>2.00</td>
<td>-0.47</td>
<td>0.45</td>
<td>-2.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.3</td>
<td>2.00</td>
<td>-0.57</td>
<td>0.20</td>
<td>-2.95</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.4</td>
<td>2.00</td>
<td>0.11</td>
<td>-0.16</td>
<td>-4.39</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.5</td>
<td>2.00</td>
<td>0.18</td>
<td>-0.68</td>
<td>-6.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.6</td>
<td>1.38</td>
<td>0.20</td>
<td>-1.30</td>
<td>-5.88</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.7</td>
<td>1.96</td>
<td>0.22</td>
<td>-1.77</td>
<td>-3.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.8</td>
<td>1.94</td>
<td>0.23</td>
<td>-1.96</td>
<td>-1.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.9</td>
<td>1.92</td>
<td>0.23</td>
<td>-2.00</td>
<td>-0.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>1.90</td>
<td>0.24</td>
<td>-2.00</td>
<td>0.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.1</td>
<td>1.87</td>
<td>0.24</td>
<td>-2.00</td>
<td>0.13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.2</td>
<td>1.85</td>
<td>0.25</td>
<td>-2.00</td>
<td>0.16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.3</td>
<td>1.82</td>
<td>0.25</td>
<td>-1.98</td>
<td>0.16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.4</td>
<td>1.80</td>
<td>0.26</td>
<td>-1.96</td>
<td>0.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.5</td>
<td>1.77</td>
<td>0.27</td>
<td>-1.95</td>
<td>0.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.6</td>
<td>1.74</td>
<td>0.27</td>
<td>-1.93</td>
<td>0.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.7</td>
<td>1.72</td>
<td>0.28</td>
<td>-1.91</td>
<td>0.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.8</td>
<td>1.69</td>
<td>0.29</td>
<td>-1.89</td>
<td>0.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.9</td>
<td>1.66</td>
<td>0.30</td>
<td>-1.88</td>
<td>0.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.0</td>
<td>1.63</td>
<td>0.31</td>
<td>-1.86</td>
<td>0.19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.1</td>
<td>1.60</td>
<td>0.32</td>
<td>-1.84</td>
<td>0.19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.2</td>
<td>1.56</td>
<td>0.33</td>
<td>-1.82</td>
<td>0.19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.3</td>
<td>1.53</td>
<td>0.34</td>
<td>-1.80</td>
<td>0.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.4</td>
<td>1.49</td>
<td>0.36</td>
<td>-1.78</td>
<td>0.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.5</td>
<td>1.46</td>
<td>0.38</td>
<td>-1.76</td>
<td>0.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.6</td>
<td>1.42</td>
<td>0.40</td>
<td>-1.74</td>
<td>0.21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.7</td>
<td>1.38</td>
<td>0.42</td>
<td>-1.72</td>
<td>0.21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.8</td>
<td>1.33</td>
<td>0.45</td>
<td>-1.70</td>
<td>0.22</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.9</td>
<td>1.29</td>
<td>0.48</td>
<td>-1.67</td>
<td>0.22</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.0</td>
<td>1.24</td>
<td>0.52</td>
<td>-1.65</td>
<td>0.23</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.1</td>
<td>1.18</td>
<td>0.56</td>
<td>-1.63</td>
<td>0.24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.2</td>
<td>1.13</td>
<td>0.62</td>
<td>-1.60</td>
<td>0.24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.3</td>
<td>1.06</td>
<td>0.69</td>
<td>-1.58</td>
<td>0.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.4</td>
<td>0.99</td>
<td>0.78</td>
<td>-1.55</td>
<td>0.26</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.5</td>
<td>0.90</td>
<td>0.90</td>
<td>-1.53</td>
<td>0.27</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.6</td>
<td>0.81</td>
<td>1.07</td>
<td>-1.50</td>
<td>0.28</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.7</td>
<td>0.69</td>
<td>1.30</td>
<td>-1.47</td>
<td>0.29</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.8</td>
<td>0.54</td>
<td>1.63</td>
<td>-1.44</td>
<td>0.30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.9</td>
<td>0.36</td>
<td>2.12</td>
<td>-1.41</td>
<td>0.32</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table III—Continued
### Table III—Continued

<table>
<thead>
<tr>
<th>$x$</th>
<th>$y$</th>
<th>$y'$</th>
<th>$x$</th>
<th>$y$</th>
<th>$y'$</th>
<th>$x$</th>
<th>$y$</th>
<th>$y'$</th>
<th>$x$</th>
<th>$y$</th>
<th>$y'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.0</td>
<td>-0.11</td>
<td>2.83</td>
<td>-1.38</td>
<td>0.33</td>
<td>-1.67</td>
<td>0.18</td>
<td>8.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.1</td>
<td>0.22</td>
<td>3.81</td>
<td>-1.34</td>
<td>0.35</td>
<td>-1.65</td>
<td>0.19</td>
<td>8.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.2</td>
<td>0.65</td>
<td>4.80</td>
<td>-1.31</td>
<td>0.37</td>
<td>-1.64</td>
<td>0.19</td>
<td>8.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.3</td>
<td>1.15</td>
<td>4.96</td>
<td>-1.27</td>
<td>0.40</td>
<td>-1.62</td>
<td>0.19</td>
<td>8.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.4</td>
<td>1.59</td>
<td>3.64</td>
<td>-1.23</td>
<td>0.43</td>
<td>-1.60</td>
<td>0.20</td>
<td>8.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.5</td>
<td>1.86</td>
<td>1.84</td>
<td>-1.18</td>
<td>0.47</td>
<td>-1.58</td>
<td>0.20</td>
<td>8.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.6</td>
<td>1.98</td>
<td>0.68</td>
<td>-1.13</td>
<td>0.52</td>
<td>-1.56</td>
<td>0.21</td>
<td>8.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.7</td>
<td>2.00</td>
<td>0.14</td>
<td>-1.08</td>
<td>0.58</td>
<td>-1.54</td>
<td>0.22</td>
<td>8.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.8</td>
<td>2.00</td>
<td>-0.08</td>
<td>-1.02</td>
<td>0.66</td>
<td>-1.51</td>
<td>0.22</td>
<td>8.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.9</td>
<td>2.00</td>
<td>-0.16</td>
<td>-0.94</td>
<td>0.77</td>
<td>-1.49</td>
<td>0.23</td>
<td>8.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.0</td>
<td>1.99</td>
<td>-0.20</td>
<td>-0.86</td>
<td>0.92</td>
<td>-1.47</td>
<td>0.24</td>
<td>9.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.1</td>
<td>1.97</td>
<td>-0.21</td>
<td>-0.76</td>
<td>1.15</td>
<td>-1.44</td>
<td>0.25</td>
<td>9.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.2</td>
<td>1.95</td>
<td>-0.22</td>
<td>-0.63</td>
<td>1.49</td>
<td>-1.42</td>
<td>0.26</td>
<td>9.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.3</td>
<td>1.92</td>
<td>-0.23</td>
<td>-0.45</td>
<td>2.03</td>
<td>-1.39</td>
<td>0.27</td>
<td>9.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.4</td>
<td>1.90</td>
<td>-0.24</td>
<td>-0.21</td>
<td>2.93</td>
<td>-1.36</td>
<td>0.28</td>
<td>9.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.5</td>
<td>1.88</td>
<td>-0.24</td>
<td>0.15</td>
<td>4.36</td>
<td>-1.34</td>
<td>0.30</td>
<td>9.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.6</td>
<td>1.85</td>
<td>-0.25</td>
<td>0.67</td>
<td>6.01</td>
<td>-1.31</td>
<td>0.32</td>
<td>9.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.7</td>
<td>1.83</td>
<td>-0.25</td>
<td>1.29</td>
<td>5.91</td>
<td>-1.27</td>
<td>0.34</td>
<td>9.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.8</td>
<td>1.80</td>
<td>-0.26</td>
<td>1.76</td>
<td>3.23</td>
<td>-1.24</td>
<td>0.36</td>
<td>9.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.9</td>
<td>1.78</td>
<td>-0.26</td>
<td>1.96</td>
<td>1.06</td>
<td>-1.20</td>
<td>0.39</td>
<td>9.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.0</td>
<td>1.75</td>
<td>-0.27</td>
<td>2.00</td>
<td>0.20</td>
<td>-1.16</td>
<td>0.43</td>
<td>10.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.1</td>
<td>1.72</td>
<td>-0.28</td>
<td>2.00</td>
<td>-0.06</td>
<td>-1.11</td>
<td>0.48</td>
<td>10.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.2</td>
<td>1.70</td>
<td>-0.29</td>
<td>2.00</td>
<td>-0.13</td>
<td>-1.06</td>
<td>0.54</td>
<td>10.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.3</td>
<td>1.67</td>
<td>-0.30</td>
<td>2.00</td>
<td>-0.16</td>
<td>-1.00</td>
<td>0.62</td>
<td>10.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.4</td>
<td>1.64</td>
<td>-0.31</td>
<td>1.98</td>
<td>-0.16</td>
<td>-0.94</td>
<td>0.74</td>
<td>10.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.5</td>
<td>1.60</td>
<td>-0.32</td>
<td>1.96</td>
<td>-0.17</td>
<td>-0.85</td>
<td>0.91</td>
<td>10.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.6</td>
<td>1.57</td>
<td>-0.33</td>
<td>1.95</td>
<td>-0.17</td>
<td>-0.75</td>
<td>1.17</td>
<td>10.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.7</td>
<td>1.54</td>
<td>-0.34</td>
<td>1.93</td>
<td>-0.17</td>
<td>-0.61</td>
<td>1.61</td>
<td>10.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.8</td>
<td>1.50</td>
<td>-0.36</td>
<td>1.91</td>
<td>-0.18</td>
<td>-0.42</td>
<td>2.37</td>
<td>10.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.9</td>
<td>1.47</td>
<td>-0.37</td>
<td>1.89</td>
<td>-0.18</td>
<td>-0.12</td>
<td>3.79</td>
<td>10.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11.0</td>
<td>1.43</td>
<td>-0.39</td>
<td>1.88</td>
<td>-0.18</td>
<td>0.37</td>
<td>6.13</td>
<td>11.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11.1</td>
<td>1.39</td>
<td>-0.41</td>
<td>1.86</td>
<td>-0.19</td>
<td>1.08</td>
<td>7.59</td>
<td>11.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11.2</td>
<td>1.35</td>
<td>-0.44</td>
<td>1.84</td>
<td>-0.19</td>
<td>1.71</td>
<td>4.34</td>
<td>11.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11.3</td>
<td>1.30</td>
<td>-0.47</td>
<td>1.82</td>
<td>-0.19</td>
<td>1.96</td>
<td>1.15</td>
<td>11.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11.4</td>
<td>1.25</td>
<td>-0.50</td>
<td>1.80</td>
<td>-0.20</td>
<td>2.00</td>
<td>0.15</td>
<td>11.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11.5</td>
<td>1.20</td>
<td>-0.55</td>
<td>1.78</td>
<td>-0.20</td>
<td>2.00</td>
<td>-0.07</td>
<td>11.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11.6</td>
<td>1.14</td>
<td>-0.60</td>
<td>1.76</td>
<td>-0.20</td>
<td>2.00</td>
<td>-0.12</td>
<td>11.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11.7</td>
<td>1.09</td>
<td>-0.67</td>
<td>1.74</td>
<td>-0.21</td>
<td>2.00</td>
<td>-0.13</td>
<td>11.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11.8</td>
<td>1.01</td>
<td>-0.75</td>
<td>1.72</td>
<td>-0.21</td>
<td>1.98</td>
<td>-0.13</td>
<td>11.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11.9</td>
<td>0.93</td>
<td>-0.86</td>
<td>1.70</td>
<td>-0.22</td>
<td>1.97</td>
<td>-0.14</td>
<td>11.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12.0</td>
<td>0.86</td>
<td>-1.01</td>
<td>1.67</td>
<td>-0.22</td>
<td>1.96</td>
<td>-0.14</td>
<td>12.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The values tabulated are approximations of $y(x)$ and $y'(x)$, where $y(x)$ is the solution of Volterra's equations:

$$y \frac{dy}{dx} = \left( \frac{dy}{dx} \right)^2 + (-y + y') \frac{dy}{dx} + 2(y^2 - y^4),$$

for the initial values:

$y(0) = 1$, $y'(0) = -4$.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$y$</th>
<th>$y'$</th>
<th>$x$</th>
<th>$y$</th>
<th>$y'$</th>
<th>$x$</th>
<th>$y$</th>
<th>$y'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>1.000</td>
<td>-4.000</td>
<td>0.30</td>
<td>0.326</td>
<td>-1.077</td>
<td>0.60</td>
<td>0.143</td>
<td>-0.313</td>
</tr>
<tr>
<td>0.01</td>
<td>0.961</td>
<td>-3.842</td>
<td>0.31</td>
<td>0.315</td>
<td>-1.031</td>
<td>0.61</td>
<td>0.140</td>
<td>-0.301</td>
</tr>
<tr>
<td>0.02</td>
<td>0.923</td>
<td>-3.688</td>
<td>0.32</td>
<td>0.305</td>
<td>-0.987</td>
<td>0.62</td>
<td>0.137</td>
<td>-0.290</td>
</tr>
<tr>
<td>0.03</td>
<td>0.887</td>
<td>-3.539</td>
<td>0.33</td>
<td>0.295</td>
<td>-0.945</td>
<td>0.63</td>
<td>0.134</td>
<td>-0.279</td>
</tr>
<tr>
<td>0.04</td>
<td>0.852</td>
<td>-3.394</td>
<td>0.34</td>
<td>0.286</td>
<td>-0.904</td>
<td>0.64</td>
<td>0.131</td>
<td>-0.269</td>
</tr>
<tr>
<td>0.05</td>
<td>0.819</td>
<td>-3.254</td>
<td>0.35</td>
<td>0.277</td>
<td>-0.866</td>
<td>0.65</td>
<td>0.128</td>
<td>-0.250</td>
</tr>
<tr>
<td>0.06</td>
<td>0.787</td>
<td>-3.118</td>
<td>0.36</td>
<td>0.269</td>
<td>-0.830</td>
<td>0.66</td>
<td>0.126</td>
<td>-0.230</td>
</tr>
<tr>
<td>0.07</td>
<td>0.757</td>
<td>-2.987</td>
<td>0.37</td>
<td>0.261</td>
<td>-0.795</td>
<td>0.67</td>
<td>0.123</td>
<td>-0.210</td>
</tr>
<tr>
<td>0.08</td>
<td>0.728</td>
<td>-2.860</td>
<td>0.38</td>
<td>0.253</td>
<td>-0.762</td>
<td>0.68</td>
<td>0.121</td>
<td>-0.190</td>
</tr>
<tr>
<td>0.09</td>
<td>0.700</td>
<td>-2.738</td>
<td>0.39</td>
<td>0.245</td>
<td>-0.730</td>
<td>0.69</td>
<td>0.119</td>
<td>-0.170</td>
</tr>
<tr>
<td>0.10</td>
<td>0.673</td>
<td>-2.621</td>
<td>0.40</td>
<td>0.238</td>
<td>-0.700</td>
<td>0.70</td>
<td>0.117</td>
<td>-0.150</td>
</tr>
<tr>
<td>0.11</td>
<td>0.647</td>
<td>-2.508</td>
<td>0.41</td>
<td>0.231</td>
<td>-0.671</td>
<td>0.71</td>
<td>0.115</td>
<td>-0.207</td>
</tr>
<tr>
<td>0.12</td>
<td>0.623</td>
<td>-2.400</td>
<td>0.42</td>
<td>0.225</td>
<td>-0.644</td>
<td>0.72</td>
<td>0.112</td>
<td>-0.200</td>
</tr>
<tr>
<td>0.13</td>
<td>0.599</td>
<td>-2.296</td>
<td>0.43</td>
<td>0.219</td>
<td>-0.617</td>
<td>0.73</td>
<td>0.111</td>
<td>-0.193</td>
</tr>
<tr>
<td>0.14</td>
<td>0.577</td>
<td>-2.196</td>
<td>0.44</td>
<td>0.212</td>
<td>-0.592</td>
<td>0.74</td>
<td>0.109</td>
<td>-0.186</td>
</tr>
<tr>
<td>0.15</td>
<td>0.555</td>
<td>-2.100</td>
<td>0.45</td>
<td>0.207</td>
<td>-0.568</td>
<td>0.75</td>
<td>0.107</td>
<td>-0.179</td>
</tr>
<tr>
<td>0.16</td>
<td>0.535</td>
<td>-2.008</td>
<td>0.46</td>
<td>0.201</td>
<td>-0.545</td>
<td>0.76</td>
<td>0.105</td>
<td>-0.173</td>
</tr>
<tr>
<td>0.17</td>
<td>0.515</td>
<td>-1.920</td>
<td>0.47</td>
<td>0.196</td>
<td>-0.523</td>
<td>0.77</td>
<td>0.103</td>
<td>-0.167</td>
</tr>
<tr>
<td>0.18</td>
<td>0.496</td>
<td>-1.836</td>
<td>0.48</td>
<td>0.191</td>
<td>-0.503</td>
<td>0.78</td>
<td>0.102</td>
<td>-0.161</td>
</tr>
<tr>
<td>0.19</td>
<td>0.478</td>
<td>-1.766</td>
<td>0.49</td>
<td>0.186</td>
<td>-0.483</td>
<td>0.79</td>
<td>0.100</td>
<td>-0.155</td>
</tr>
<tr>
<td>0.20</td>
<td>0.461</td>
<td>-1.679</td>
<td>0.50</td>
<td>0.181</td>
<td>-0.464</td>
<td>0.80</td>
<td>0.099</td>
<td>-0.149</td>
</tr>
<tr>
<td>0.21</td>
<td>0.445</td>
<td>-1.608</td>
<td>0.51</td>
<td>0.176</td>
<td>-0.445</td>
<td>0.81</td>
<td>0.097</td>
<td>-0.144</td>
</tr>
<tr>
<td>0.22</td>
<td>0.429</td>
<td>-1.535</td>
<td>0.52</td>
<td>0.172</td>
<td>-0.428</td>
<td>0.82</td>
<td>0.096</td>
<td>-0.139</td>
</tr>
<tr>
<td>0.23</td>
<td>0.414</td>
<td>-1.468</td>
<td>0.53</td>
<td>0.168</td>
<td>-0.411</td>
<td>0.83</td>
<td>0.094</td>
<td>-0.134</td>
</tr>
<tr>
<td>0.24</td>
<td>0.400</td>
<td>-1.404</td>
<td>0.54</td>
<td>0.164</td>
<td>-0.395</td>
<td>0.84</td>
<td>0.093</td>
<td>-0.129</td>
</tr>
<tr>
<td>0.25</td>
<td>0.386</td>
<td>-1.343</td>
<td>0.55</td>
<td>0.160</td>
<td>-0.380</td>
<td>0.85</td>
<td>0.092</td>
<td>-0.125</td>
</tr>
<tr>
<td>0.26</td>
<td>0.373</td>
<td>-1.285</td>
<td>0.56</td>
<td>0.156</td>
<td>-0.366</td>
<td>0.86</td>
<td>0.091</td>
<td>-0.120</td>
</tr>
<tr>
<td>0.27</td>
<td>0.360</td>
<td>-1.229</td>
<td>0.57</td>
<td>0.153</td>
<td>-0.352</td>
<td>0.87</td>
<td>0.089</td>
<td>-0.116</td>
</tr>
<tr>
<td>0.28</td>
<td>0.348</td>
<td>-1.176</td>
<td>0.58</td>
<td>0.149</td>
<td>-0.338</td>
<td>0.88</td>
<td>0.088</td>
<td>-0.112</td>
</tr>
<tr>
<td>0.29</td>
<td>0.337</td>
<td>-1.125</td>
<td>0.59</td>
<td>0.146</td>
<td>-0.325</td>
<td>0.89</td>
<td>0.087</td>
<td>-0.108</td>
</tr>
<tr>
<td>x</td>
<td>y</td>
<td>y'</td>
<td>x</td>
<td>y</td>
<td>y'</td>
<td>x</td>
<td>y</td>
<td>y'</td>
</tr>
<tr>
<td>-----</td>
<td>------</td>
<td>------</td>
<td>-----</td>
<td>------</td>
<td>------</td>
<td>-----</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>0.90</td>
<td>0.086</td>
<td>-0.104</td>
<td>1.30</td>
<td>0.065</td>
<td>-0.014</td>
<td>1.70</td>
<td>0.070</td>
<td>0.033</td>
</tr>
<tr>
<td>0.91</td>
<td>0.085</td>
<td>-0.100</td>
<td>1.31</td>
<td>0.065</td>
<td>-0.013</td>
<td>1.71</td>
<td>0.070</td>
<td>0.034</td>
</tr>
<tr>
<td>0.92</td>
<td>0.084</td>
<td>-0.097</td>
<td>1.32</td>
<td>0.065</td>
<td>-0.011</td>
<td>1.72</td>
<td>0.070</td>
<td>0.035</td>
</tr>
<tr>
<td>0.93</td>
<td>0.083</td>
<td>-0.093</td>
<td>1.33</td>
<td>0.065</td>
<td>-0.010</td>
<td>1.73</td>
<td>0.071</td>
<td>0.036</td>
</tr>
<tr>
<td>0.94</td>
<td>0.082</td>
<td>-0.090</td>
<td>1.34</td>
<td>0.065</td>
<td>-0.009</td>
<td>1.74</td>
<td>0.071</td>
<td>0.038</td>
</tr>
<tr>
<td>0.95</td>
<td>0.081</td>
<td>-0.087</td>
<td>1.35</td>
<td>0.065</td>
<td>-0.007</td>
<td>1.75</td>
<td>0.071</td>
<td>0.039</td>
</tr>
<tr>
<td>0.96</td>
<td>0.080</td>
<td>-0.084</td>
<td>1.36</td>
<td>0.065</td>
<td>-0.006</td>
<td>1.76</td>
<td>0.072</td>
<td>0.040</td>
</tr>
<tr>
<td>0.97</td>
<td>0.080</td>
<td>-0.081</td>
<td>1.37</td>
<td>0.065</td>
<td>-0.005</td>
<td>1.77</td>
<td>0.072</td>
<td>0.041</td>
</tr>
<tr>
<td>0.98</td>
<td>0.079</td>
<td>-0.078</td>
<td>1.38</td>
<td>0.065</td>
<td>-0.004</td>
<td>1.78</td>
<td>0.073</td>
<td>0.042</td>
</tr>
<tr>
<td>0.99</td>
<td>0.078</td>
<td>-0.075</td>
<td>1.39</td>
<td>0.065</td>
<td>-0.002</td>
<td>1.79</td>
<td>0.073</td>
<td>0.044</td>
</tr>
<tr>
<td>1.00</td>
<td>0.077</td>
<td>-0.072</td>
<td>1.40</td>
<td>0.065</td>
<td>-0.001</td>
<td>1.80</td>
<td>0.073</td>
<td>0.045</td>
</tr>
<tr>
<td>1.01</td>
<td>0.077</td>
<td>-0.069</td>
<td>1.41</td>
<td>0.065</td>
<td>0.000</td>
<td>1.81</td>
<td>0.074</td>
<td>0.046</td>
</tr>
<tr>
<td>1.02</td>
<td>0.076</td>
<td>-0.066</td>
<td>1.42</td>
<td>0.065</td>
<td>0.001</td>
<td>1.82</td>
<td>0.074</td>
<td>0.047</td>
</tr>
<tr>
<td>1.03</td>
<td>0.075</td>
<td>-0.064</td>
<td>1.43</td>
<td>0.065</td>
<td>0.002</td>
<td>1.83</td>
<td>0.075</td>
<td>0.049</td>
</tr>
<tr>
<td>1.04</td>
<td>0.075</td>
<td>-0.061</td>
<td>1.44</td>
<td>0.065</td>
<td>0.004</td>
<td>1.84</td>
<td>0.075</td>
<td>0.050</td>
</tr>
<tr>
<td>1.05</td>
<td>0.074</td>
<td>-0.059</td>
<td>1.45</td>
<td>0.065</td>
<td>0.005</td>
<td>1.85</td>
<td>0.076</td>
<td>0.051</td>
</tr>
<tr>
<td>1.06</td>
<td>0.074</td>
<td>-0.057</td>
<td>1.46</td>
<td>0.065</td>
<td>0.006</td>
<td>1.86</td>
<td>0.076</td>
<td>0.052</td>
</tr>
<tr>
<td>1.07</td>
<td>0.073</td>
<td>-0.054</td>
<td>1.47</td>
<td>0.065</td>
<td>0.007</td>
<td>1.87</td>
<td>0.077</td>
<td>0.054</td>
</tr>
<tr>
<td>1.08</td>
<td>0.072</td>
<td>-0.052</td>
<td>1.48</td>
<td>0.065</td>
<td>0.008</td>
<td>1.88</td>
<td>0.077</td>
<td>0.055</td>
</tr>
<tr>
<td>1.09</td>
<td>0.072</td>
<td>-0.050</td>
<td>1.49</td>
<td>0.065</td>
<td>0.009</td>
<td>1.89</td>
<td>0.078</td>
<td>0.056</td>
</tr>
<tr>
<td>1.10</td>
<td>0.071</td>
<td>-0.048</td>
<td>1.50</td>
<td>0.065</td>
<td>0.011</td>
<td>1.90</td>
<td>0.079</td>
<td>0.058</td>
</tr>
<tr>
<td>1.11</td>
<td>0.071</td>
<td>-0.046</td>
<td>1.51</td>
<td>0.065</td>
<td>0.012</td>
<td>1.91</td>
<td>0.079</td>
<td>0.059</td>
</tr>
<tr>
<td>1.12</td>
<td>0.070</td>
<td>-0.044</td>
<td>1.52</td>
<td>0.065</td>
<td>0.013</td>
<td>1.92</td>
<td>0.080</td>
<td>0.060</td>
</tr>
<tr>
<td>1.13</td>
<td>0.070</td>
<td>-0.042</td>
<td>1.53</td>
<td>0.066</td>
<td>0.014</td>
<td>1.93</td>
<td>0.080</td>
<td>0.062</td>
</tr>
<tr>
<td>1.14</td>
<td>0.070</td>
<td>-0.040</td>
<td>1.54</td>
<td>0.066</td>
<td>0.015</td>
<td>1.94</td>
<td>0.081</td>
<td>0.063</td>
</tr>
<tr>
<td>1.15</td>
<td>0.069</td>
<td>-0.038</td>
<td>1.55</td>
<td>0.066</td>
<td>0.016</td>
<td>1.95</td>
<td>0.082</td>
<td>0.064</td>
</tr>
<tr>
<td>1.16</td>
<td>0.069</td>
<td>-0.036</td>
<td>1.56</td>
<td>0.066</td>
<td>0.017</td>
<td>1.96</td>
<td>0.082</td>
<td>0.066</td>
</tr>
<tr>
<td>1.17</td>
<td>0.069</td>
<td>-0.034</td>
<td>1.57</td>
<td>0.066</td>
<td>0.018</td>
<td>1.97</td>
<td>0.083</td>
<td>0.067</td>
</tr>
<tr>
<td>1.18</td>
<td>0.068</td>
<td>-0.033</td>
<td>1.58</td>
<td>0.066</td>
<td>0.020</td>
<td>1.98</td>
<td>0.084</td>
<td>0.069</td>
</tr>
<tr>
<td>1.19</td>
<td>0.068</td>
<td>-0.031</td>
<td>1.59</td>
<td>0.067</td>
<td>0.021</td>
<td>1.99</td>
<td>0.084</td>
<td>0.070</td>
</tr>
<tr>
<td>1.20</td>
<td>0.068</td>
<td>-0.029</td>
<td>1.60</td>
<td>0.067</td>
<td>0.022</td>
<td>2.00</td>
<td>0.085</td>
<td>0.072</td>
</tr>
<tr>
<td>1.21</td>
<td>0.067</td>
<td>-0.028</td>
<td>1.61</td>
<td>0.067</td>
<td>0.023</td>
<td>2.01</td>
<td>0.086</td>
<td>0.073</td>
</tr>
<tr>
<td>1.22</td>
<td>0.067</td>
<td>-0.026</td>
<td>1.62</td>
<td>0.067</td>
<td>0.024</td>
<td>2.02</td>
<td>0.086</td>
<td>0.075</td>
</tr>
<tr>
<td>1.23</td>
<td>0.067</td>
<td>-0.024</td>
<td>1.63</td>
<td>0.067</td>
<td>0.025</td>
<td>2.03</td>
<td>0.087</td>
<td>0.076</td>
</tr>
<tr>
<td>1.24</td>
<td>0.067</td>
<td>-0.023</td>
<td>1.64</td>
<td>0.068</td>
<td>0.026</td>
<td>2.04</td>
<td>0.088</td>
<td>0.078</td>
</tr>
<tr>
<td>1.25</td>
<td>0.066</td>
<td>-0.021</td>
<td>1.65</td>
<td>0.068</td>
<td>0.027</td>
<td>2.05</td>
<td>0.089</td>
<td>0.079</td>
</tr>
<tr>
<td>1.26</td>
<td>0.066</td>
<td>-0.020</td>
<td>1.66</td>
<td>0.068</td>
<td>0.028</td>
<td>2.06</td>
<td>0.090</td>
<td>0.081</td>
</tr>
<tr>
<td>1.27</td>
<td>0.066</td>
<td>-0.018</td>
<td>1.67</td>
<td>0.069</td>
<td>0.030</td>
<td>2.07</td>
<td>0.090</td>
<td>0.083</td>
</tr>
<tr>
<td>1.28</td>
<td>0.066</td>
<td>-0.017</td>
<td>1.68</td>
<td>0.069</td>
<td>0.031</td>
<td>2.08</td>
<td>0.091</td>
<td>0.084</td>
</tr>
<tr>
<td>1.29</td>
<td>0.066</td>
<td>-0.016</td>
<td>1.69</td>
<td>0.069</td>
<td>0.032</td>
<td>2.09</td>
<td>0.092</td>
<td>0.086</td>
</tr>
<tr>
<td>x</td>
<td>y</td>
<td>y'</td>
<td>x</td>
<td>y</td>
<td>y'</td>
<td>x</td>
<td>y</td>
<td>y'</td>
</tr>
<tr>
<td>----</td>
<td>------</td>
<td>------</td>
<td>----</td>
<td>------</td>
<td>------</td>
<td>----</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>2.10</td>
<td>0.093</td>
<td>0.088</td>
<td>2.50</td>
<td>0.145</td>
<td>0.183</td>
<td>2.90</td>
<td>0.251</td>
<td>0.367</td>
</tr>
<tr>
<td>2.11</td>
<td>0.094</td>
<td>0.090</td>
<td>2.51</td>
<td>0.147</td>
<td>0.186</td>
<td>2.91</td>
<td>0.255</td>
<td>0.374</td>
</tr>
<tr>
<td>2.12</td>
<td>0.095</td>
<td>0.091</td>
<td>2.52</td>
<td>0.149</td>
<td>0.189</td>
<td>2.92</td>
<td>0.258</td>
<td>0.380</td>
</tr>
<tr>
<td>2.13</td>
<td>0.096</td>
<td>0.093</td>
<td>2.53</td>
<td>0.151</td>
<td>0.193</td>
<td>2.93</td>
<td>0.262</td>
<td>0.387</td>
</tr>
<tr>
<td>2.14</td>
<td>0.097</td>
<td>0.095</td>
<td>2.54</td>
<td>0.153</td>
<td>0.196</td>
<td>2.94</td>
<td>0.266</td>
<td>0.394</td>
</tr>
<tr>
<td>2.15</td>
<td>0.098</td>
<td>0.097</td>
<td>2.55</td>
<td>0.155</td>
<td>0.199</td>
<td>2.95</td>
<td>0.270</td>
<td>0.400</td>
</tr>
<tr>
<td>2.16</td>
<td>0.099</td>
<td>0.099</td>
<td>2.56</td>
<td>0.157</td>
<td>0.203</td>
<td>2.96</td>
<td>0.274</td>
<td>0.407</td>
</tr>
<tr>
<td>2.17</td>
<td>0.100</td>
<td>0.100</td>
<td>2.57</td>
<td>0.159</td>
<td>0.207</td>
<td>2.97</td>
<td>0.278</td>
<td>0.415</td>
</tr>
<tr>
<td>2.18</td>
<td>0.101</td>
<td>0.102</td>
<td>2.58</td>
<td>0.161</td>
<td>0.210</td>
<td>2.98</td>
<td>0.282</td>
<td>0.422</td>
</tr>
<tr>
<td>2.19</td>
<td>0.102</td>
<td>0.104</td>
<td>2.59</td>
<td>0.163</td>
<td>0.214</td>
<td>2.99</td>
<td>0.287</td>
<td>0.429</td>
</tr>
<tr>
<td>2.20</td>
<td>0.103</td>
<td>0.106</td>
<td>2.60</td>
<td>0.165</td>
<td>0.218</td>
<td>3.00</td>
<td>0.291</td>
<td>0.437</td>
</tr>
<tr>
<td>2.21</td>
<td>0.104</td>
<td>0.108</td>
<td>2.61</td>
<td>0.167</td>
<td>0.222</td>
<td>3.01</td>
<td>0.295</td>
<td>0.444</td>
</tr>
<tr>
<td>2.22</td>
<td>0.105</td>
<td>0.110</td>
<td>2.62</td>
<td>0.169</td>
<td>0.225</td>
<td>3.02</td>
<td>0.300</td>
<td>0.452</td>
</tr>
<tr>
<td>2.23</td>
<td>0.106</td>
<td>0.112</td>
<td>2.63</td>
<td>0.172</td>
<td>0.229</td>
<td>3.03</td>
<td>0.304</td>
<td>0.460</td>
</tr>
<tr>
<td>2.24</td>
<td>0.107</td>
<td>0.114</td>
<td>2.64</td>
<td>0.174</td>
<td>0.233</td>
<td>3.04</td>
<td>0.309</td>
<td>0.468</td>
</tr>
<tr>
<td>2.25</td>
<td>0.108</td>
<td>0.117</td>
<td>2.65</td>
<td>0.176</td>
<td>0.238</td>
<td>3.05</td>
<td>0.314</td>
<td>0.476</td>
</tr>
<tr>
<td>2.26</td>
<td>0.109</td>
<td>0.119</td>
<td>2.66</td>
<td>0.179</td>
<td>0.242</td>
<td>3.06</td>
<td>0.319</td>
<td>0.485</td>
</tr>
<tr>
<td>2.27</td>
<td>0.111</td>
<td>0.121</td>
<td>2.67</td>
<td>0.181</td>
<td>0.246</td>
<td>3.07</td>
<td>0.323</td>
<td>0.493</td>
</tr>
<tr>
<td>2.28</td>
<td>0.112</td>
<td>0.123</td>
<td>2.68</td>
<td>0.184</td>
<td>0.250</td>
<td>3.08</td>
<td>0.328</td>
<td>0.502</td>
</tr>
<tr>
<td>2.29</td>
<td>0.113</td>
<td>0.125</td>
<td>2.69</td>
<td>0.186</td>
<td>0.255</td>
<td>3.09</td>
<td>0.333</td>
<td>0.511</td>
</tr>
<tr>
<td>2.30</td>
<td>0.114</td>
<td>0.128</td>
<td>2.70</td>
<td>0.189</td>
<td>0.259</td>
<td>3.10</td>
<td>0.339</td>
<td>0.520</td>
</tr>
<tr>
<td>2.31</td>
<td>0.116</td>
<td>0.130</td>
<td>2.71</td>
<td>0.191</td>
<td>0.264</td>
<td>3.11</td>
<td>0.344</td>
<td>0.529</td>
</tr>
<tr>
<td>2.32</td>
<td>0.117</td>
<td>0.133</td>
<td>2.72</td>
<td>0.194</td>
<td>0.268</td>
<td>3.12</td>
<td>0.349</td>
<td>0.538</td>
</tr>
<tr>
<td>2.33</td>
<td>0.118</td>
<td>0.135</td>
<td>2.73</td>
<td>0.197</td>
<td>0.273</td>
<td>3.13</td>
<td>0.355</td>
<td>0.547</td>
</tr>
<tr>
<td>2.34</td>
<td>0.120</td>
<td>0.137</td>
<td>2.74</td>
<td>0.200</td>
<td>0.278</td>
<td>3.14</td>
<td>0.360</td>
<td>0.557</td>
</tr>
<tr>
<td>2.35</td>
<td>0.121</td>
<td>0.140</td>
<td>2.75</td>
<td>0.202</td>
<td>0.283</td>
<td>3.15</td>
<td>0.366</td>
<td>0.567</td>
</tr>
<tr>
<td>2.36</td>
<td>0.122</td>
<td>0.142</td>
<td>2.76</td>
<td>0.205</td>
<td>0.288</td>
<td>3.16</td>
<td>0.371</td>
<td>0.577</td>
</tr>
<tr>
<td>2.37</td>
<td>0.124</td>
<td>0.145</td>
<td>2.77</td>
<td>0.208</td>
<td>0.293</td>
<td>3.17</td>
<td>0.377</td>
<td>0.587</td>
</tr>
<tr>
<td>2.38</td>
<td>0.125</td>
<td>0.148</td>
<td>2.78</td>
<td>0.211</td>
<td>0.298</td>
<td>3.18</td>
<td>0.383</td>
<td>0.597</td>
</tr>
<tr>
<td>2.39</td>
<td>0.127</td>
<td>0.150</td>
<td>2.79</td>
<td>0.214</td>
<td>0.303</td>
<td>3.19</td>
<td>0.389</td>
<td>0.607</td>
</tr>
<tr>
<td>2.40</td>
<td>0.128</td>
<td>0.153</td>
<td>2.80</td>
<td>0.217</td>
<td>0.309</td>
<td>3.20</td>
<td>0.395</td>
<td>0.618</td>
</tr>
<tr>
<td>2.41</td>
<td>0.130</td>
<td>0.156</td>
<td>2.81</td>
<td>0.220</td>
<td>0.314</td>
<td>3.21</td>
<td>0.402</td>
<td>0.629</td>
</tr>
<tr>
<td>2.42</td>
<td>0.131</td>
<td>0.159</td>
<td>2.82</td>
<td>0.223</td>
<td>0.319</td>
<td>3.22</td>
<td>0.408</td>
<td>0.640</td>
</tr>
<tr>
<td>2.43</td>
<td>0.133</td>
<td>0.161</td>
<td>2.83</td>
<td>0.227</td>
<td>0.325</td>
<td>3.23</td>
<td>0.414</td>
<td>0.651</td>
</tr>
<tr>
<td>2.44</td>
<td>0.135</td>
<td>0.164</td>
<td>2.84</td>
<td>0.230</td>
<td>0.331</td>
<td>3.24</td>
<td>0.421</td>
<td>0.662</td>
</tr>
<tr>
<td>2.45</td>
<td>0.136</td>
<td>0.167</td>
<td>2.85</td>
<td>0.233</td>
<td>0.337</td>
<td>3.25</td>
<td>0.428</td>
<td>0.674</td>
</tr>
<tr>
<td>2.46</td>
<td>0.138</td>
<td>0.170</td>
<td>2.86</td>
<td>0.237</td>
<td>0.342</td>
<td>3.26</td>
<td>0.434</td>
<td>0.686</td>
</tr>
<tr>
<td>2.47</td>
<td>0.140</td>
<td>0.173</td>
<td>2.87</td>
<td>0.240</td>
<td>0.348</td>
<td>3.27</td>
<td>0.441</td>
<td>0.698</td>
</tr>
<tr>
<td>2.48</td>
<td>0.141</td>
<td>0.176</td>
<td>2.88</td>
<td>0.244</td>
<td>0.355</td>
<td>3.28</td>
<td>0.448</td>
<td>0.710</td>
</tr>
<tr>
<td>2.49</td>
<td>0.143</td>
<td>0.179</td>
<td>2.89</td>
<td>0.247</td>
<td>0.361</td>
<td>3.29</td>
<td>0.456</td>
<td>0.722</td>
</tr>
</tbody>
</table>
Table IV—Continued

<table>
<thead>
<tr>
<th>$x$</th>
<th>$y$</th>
<th>$y'$</th>
<th>$x$</th>
<th>$y$</th>
<th>$y'$</th>
<th>$x$</th>
<th>$y$</th>
<th>$y'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.30</td>
<td>0.463</td>
<td>0.735</td>
<td>3.70</td>
<td>0.885</td>
<td>1.452</td>
<td>4.10</td>
<td>1.700</td>
<td>2.726</td>
</tr>
<tr>
<td>3.31</td>
<td>0.470</td>
<td>0.747</td>
<td>3.71</td>
<td>0.899</td>
<td>1.477</td>
<td>4.11</td>
<td>1.728</td>
<td>2.766</td>
</tr>
<tr>
<td>3.32</td>
<td>0.478</td>
<td>0.760</td>
<td>3.72</td>
<td>0.914</td>
<td>1.501</td>
<td>4.12</td>
<td>1.756</td>
<td>2.805</td>
</tr>
<tr>
<td>3.33</td>
<td>0.485</td>
<td>0.774</td>
<td>3.73</td>
<td>0.930</td>
<td>1.527</td>
<td>4.13</td>
<td>1.784</td>
<td>2.845</td>
</tr>
<tr>
<td>3.34</td>
<td>0.493</td>
<td>0.787</td>
<td>3.74</td>
<td>0.945</td>
<td>1.552</td>
<td>4.14</td>
<td>1.812</td>
<td>2.884</td>
</tr>
<tr>
<td>3.35</td>
<td>0.501</td>
<td>0.801</td>
<td>3.75</td>
<td>0.961</td>
<td>1.578</td>
<td>4.15</td>
<td>1.841</td>
<td>2.924</td>
</tr>
<tr>
<td>3.36</td>
<td>0.509</td>
<td>0.815</td>
<td>3.76</td>
<td>0.976</td>
<td>1.604</td>
<td>4.16</td>
<td>1.871</td>
<td>2.964</td>
</tr>
<tr>
<td>3.37</td>
<td>0.517</td>
<td>0.829</td>
<td>3.77</td>
<td>0.993</td>
<td>1.631</td>
<td>4.17</td>
<td>1.901</td>
<td>3.005</td>
</tr>
<tr>
<td>3.38</td>
<td>0.526</td>
<td>0.843</td>
<td>3.78</td>
<td>1.009</td>
<td>1.658</td>
<td>4.18</td>
<td>1.931</td>
<td>3.045</td>
</tr>
<tr>
<td>3.39</td>
<td>0.534</td>
<td>0.858</td>
<td>3.79</td>
<td>1.026</td>
<td>1.685</td>
<td>4.19</td>
<td>1.962</td>
<td>3.086</td>
</tr>
<tr>
<td>3.40</td>
<td>0.543</td>
<td>0.873</td>
<td>3.80</td>
<td>1.043</td>
<td>1.713</td>
<td>4.20</td>
<td>1.993</td>
<td>3.126</td>
</tr>
<tr>
<td>3.41</td>
<td>0.552</td>
<td>0.888</td>
<td>3.81</td>
<td>1.060</td>
<td>1.741</td>
<td>4.21</td>
<td>2.024</td>
<td>3.167</td>
</tr>
<tr>
<td>3.42</td>
<td>0.561</td>
<td>0.903</td>
<td>3.82</td>
<td>1.078</td>
<td>1.770</td>
<td>4.22</td>
<td>2.056</td>
<td>3.207</td>
</tr>
<tr>
<td>3.43</td>
<td>0.570</td>
<td>0.919</td>
<td>3.83</td>
<td>1.095</td>
<td>1.799</td>
<td>4.23</td>
<td>2.088</td>
<td>3.247</td>
</tr>
<tr>
<td>3.44</td>
<td>0.579</td>
<td>0.935</td>
<td>3.84</td>
<td>1.114</td>
<td>1.828</td>
<td>4.24</td>
<td>2.121</td>
<td>3.288</td>
</tr>
<tr>
<td>3.45</td>
<td>0.589</td>
<td>0.951</td>
<td>3.85</td>
<td>1.132</td>
<td>1.858</td>
<td>4.25</td>
<td>2.154</td>
<td>3.328</td>
</tr>
<tr>
<td>3.46</td>
<td>0.598</td>
<td>0.967</td>
<td>3.86</td>
<td>1.151</td>
<td>1.888</td>
<td>4.26</td>
<td>2.188</td>
<td>3.368</td>
</tr>
<tr>
<td>3.47</td>
<td>0.608</td>
<td>0.984</td>
<td>3.87</td>
<td>1.170</td>
<td>1.918</td>
<td>4.27</td>
<td>2.221</td>
<td>3.408</td>
</tr>
<tr>
<td>3.48</td>
<td>0.618</td>
<td>1.001</td>
<td>3.88</td>
<td>1.189</td>
<td>1.949</td>
<td>4.28</td>
<td>2.256</td>
<td>3.447</td>
</tr>
<tr>
<td>3.49</td>
<td>0.628</td>
<td>1.018</td>
<td>3.89</td>
<td>1.209</td>
<td>1.981</td>
<td>4.29</td>
<td>2.290</td>
<td>3.486</td>
</tr>
<tr>
<td>3.50</td>
<td>0.638</td>
<td>1.036</td>
<td>3.90</td>
<td>1.229</td>
<td>2.013</td>
<td>4.30</td>
<td>2.325</td>
<td>3.525</td>
</tr>
<tr>
<td>3.51</td>
<td>0.649</td>
<td>1.054</td>
<td>3.91</td>
<td>1.249</td>
<td>2.045</td>
<td>4.31</td>
<td>2.361</td>
<td>3.563</td>
</tr>
<tr>
<td>3.52</td>
<td>0.659</td>
<td>1.072</td>
<td>3.92</td>
<td>1.270</td>
<td>2.077</td>
<td>4.32</td>
<td>2.397</td>
<td>3.601</td>
</tr>
<tr>
<td>3.53</td>
<td>0.670</td>
<td>1.090</td>
<td>3.93</td>
<td>1.291</td>
<td>2.110</td>
<td>4.33</td>
<td>2.433</td>
<td>3.638</td>
</tr>
<tr>
<td>3.54</td>
<td>0.681</td>
<td>1.109</td>
<td>3.94</td>
<td>1.312</td>
<td>2.143</td>
<td>4.34</td>
<td>2.469</td>
<td>3.675</td>
</tr>
<tr>
<td>3.55</td>
<td>0.692</td>
<td>1.128</td>
<td>3.95</td>
<td>1.333</td>
<td>2.177</td>
<td>4.35</td>
<td>2.506</td>
<td>3.710</td>
</tr>
<tr>
<td>3.56</td>
<td>0.704</td>
<td>1.147</td>
<td>3.96</td>
<td>1.355</td>
<td>2.211</td>
<td>4.36</td>
<td>2.544</td>
<td>3.745</td>
</tr>
<tr>
<td>3.57</td>
<td>0.715</td>
<td>1.167</td>
<td>3.97</td>
<td>1.378</td>
<td>2.246</td>
<td>4.37</td>
<td>2.581</td>
<td>3.779</td>
</tr>
<tr>
<td>3.58</td>
<td>0.727</td>
<td>1.187</td>
<td>3.98</td>
<td>1.400</td>
<td>2.281</td>
<td>4.38</td>
<td>2.619</td>
<td>3.812</td>
</tr>
<tr>
<td>3.59</td>
<td>0.739</td>
<td>1.207</td>
<td>3.99</td>
<td>1.423</td>
<td>2.316</td>
<td>4.39</td>
<td>2.658</td>
<td>3.844</td>
</tr>
<tr>
<td>3.60</td>
<td>0.751</td>
<td>1.228</td>
<td>4.00</td>
<td>1.447</td>
<td>2.352</td>
<td>4.40</td>
<td>2.696</td>
<td>3.875</td>
</tr>
<tr>
<td>3.61</td>
<td>0.763</td>
<td>1.249</td>
<td>4.01</td>
<td>1.470</td>
<td>2.388</td>
<td>4.41</td>
<td>2.735</td>
<td>3.904</td>
</tr>
<tr>
<td>3.62</td>
<td>0.776</td>
<td>1.270</td>
<td>4.02</td>
<td>1.494</td>
<td>2.424</td>
<td>4.42</td>
<td>2.774</td>
<td>3.932</td>
</tr>
<tr>
<td>3.63</td>
<td>0.789</td>
<td>1.292</td>
<td>4.03</td>
<td>1.519</td>
<td>2.461</td>
<td>4.43</td>
<td>2.814</td>
<td>3.958</td>
</tr>
<tr>
<td>3.64</td>
<td>0.802</td>
<td>1.313</td>
<td>4.04</td>
<td>1.544</td>
<td>2.498</td>
<td>4.44</td>
<td>2.853</td>
<td>3.982</td>
</tr>
<tr>
<td>3.65</td>
<td>0.815</td>
<td>1.336</td>
<td>4.05</td>
<td>1.569</td>
<td>2.535</td>
<td>4.45</td>
<td>2.893</td>
<td>4.005</td>
</tr>
<tr>
<td>3.66</td>
<td>0.829</td>
<td>1.358</td>
<td>4.06</td>
<td>1.594</td>
<td>2.573</td>
<td>4.46</td>
<td>2.933</td>
<td>4.026</td>
</tr>
<tr>
<td>3.67</td>
<td>0.842</td>
<td>1.381</td>
<td>4.07</td>
<td>1.620</td>
<td>2.611</td>
<td>4.47</td>
<td>2.974</td>
<td>4.044</td>
</tr>
<tr>
<td>3.68</td>
<td>0.856</td>
<td>1.405</td>
<td>4.08</td>
<td>1.646</td>
<td>2.649</td>
<td>4.48</td>
<td>3.014</td>
<td>4.061</td>
</tr>
<tr>
<td>3.69</td>
<td>0.870</td>
<td>1.428</td>
<td>4.09</td>
<td>1.673</td>
<td>2.688</td>
<td>4.49</td>
<td>3.055</td>
<td>4.074</td>
</tr>
<tr>
<td>( x )</td>
<td>( y )</td>
<td>( y' )</td>
<td>( x )</td>
<td>( y )</td>
<td>( y' )</td>
<td>( x )</td>
<td>( y )</td>
<td>( y' )</td>
</tr>
<tr>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>4.50</td>
<td>3.096</td>
<td>4.086</td>
<td>4.90</td>
<td>4.247</td>
<td>-0.406</td>
<td>5.30</td>
<td>2.057</td>
<td>-7.168</td>
</tr>
<tr>
<td>4.51</td>
<td>3.137</td>
<td>4.094</td>
<td>4.91</td>
<td>4.241</td>
<td>-0.499</td>
<td>5.31</td>
<td>1.986</td>
<td>-7.033</td>
</tr>
<tr>
<td>4.52</td>
<td>3.178</td>
<td>4.099</td>
<td>4.92</td>
<td>4.233</td>
<td>-0.999</td>
<td>5.32</td>
<td>1.917</td>
<td>-6.888</td>
</tr>
<tr>
<td>4.53</td>
<td>3.219</td>
<td>4.101</td>
<td>4.93</td>
<td>4.221</td>
<td>-1.306</td>
<td>5.33</td>
<td>1.849</td>
<td>-6.735</td>
</tr>
<tr>
<td>4.54</td>
<td>3.260</td>
<td>4.100</td>
<td>4.94</td>
<td>4.207</td>
<td>-1.619</td>
<td>5.34</td>
<td>1.782</td>
<td>-6.575</td>
</tr>
<tr>
<td>4.55</td>
<td>3.301</td>
<td>4.095</td>
<td>4.95</td>
<td>4.189</td>
<td>-1.937</td>
<td>5.35</td>
<td>1.717</td>
<td>-6.409</td>
</tr>
<tr>
<td>4.58</td>
<td>3.423</td>
<td>4.056</td>
<td>4.98</td>
<td>4.116</td>
<td>-2.909</td>
<td>5.38</td>
<td>1.533</td>
<td>-5.886</td>
</tr>
<tr>
<td>4.60</td>
<td>3.504</td>
<td>4.007</td>
<td>5.00</td>
<td>4.051</td>
<td>-3.561</td>
<td>5.40</td>
<td>1.418</td>
<td>-5.527</td>
</tr>
<tr>
<td>4.61</td>
<td>3.544</td>
<td>3.975</td>
<td>5.01</td>
<td>4.014</td>
<td>-3.884</td>
<td>5.41</td>
<td>1.364</td>
<td>-5.346</td>
</tr>
<tr>
<td>4.62</td>
<td>3.583</td>
<td>3.938</td>
<td>5.02</td>
<td>3.974</td>
<td>-4.204</td>
<td>5.42</td>
<td>1.312</td>
<td>-5.167</td>
</tr>
<tr>
<td>4.63</td>
<td>3.622</td>
<td>3.895</td>
<td>5.03</td>
<td>3.930</td>
<td>-4.518</td>
<td>5.43</td>
<td>1.261</td>
<td>-4.988</td>
</tr>
<tr>
<td>4.64</td>
<td>3.661</td>
<td>3.846</td>
<td>5.04</td>
<td>3.883</td>
<td>-4.825</td>
<td>5.44</td>
<td>1.212</td>
<td>-4.811</td>
</tr>
<tr>
<td>4.65</td>
<td>3.699</td>
<td>3.791</td>
<td>5.05</td>
<td>3.834</td>
<td>-5.123</td>
<td>5.45</td>
<td>1.165</td>
<td>-4.637</td>
</tr>
<tr>
<td>4.66</td>
<td>3.737</td>
<td>3.729</td>
<td>5.06</td>
<td>3.781</td>
<td>-5.412</td>
<td>5.46</td>
<td>1.119</td>
<td>-4.465</td>
</tr>
<tr>
<td>4.67</td>
<td>3.774</td>
<td>3.660</td>
<td>5.07</td>
<td>3.725</td>
<td>-5.690</td>
<td>5.47</td>
<td>1.075</td>
<td>-4.297</td>
</tr>
<tr>
<td>4.68</td>
<td>3.810</td>
<td>3.584</td>
<td>5.08</td>
<td>3.667</td>
<td>-5.954</td>
<td>5.48</td>
<td>1.033</td>
<td>-4.132</td>
</tr>
<tr>
<td>4.69</td>
<td>3.845</td>
<td>3.501</td>
<td>5.09</td>
<td>3.606</td>
<td>-6.205</td>
<td>5.49</td>
<td>0.993</td>
<td>-3.970</td>
</tr>
<tr>
<td>4.70</td>
<td>3.880</td>
<td>3.409</td>
<td>5.10</td>
<td>3.543</td>
<td>-6.440</td>
<td>5.50</td>
<td>0.954</td>
<td>-3.813</td>
</tr>
<tr>
<td>4.71</td>
<td>3.914</td>
<td>3.310</td>
<td>5.11</td>
<td>3.478</td>
<td>-6.658</td>
<td>5.51</td>
<td>0.916</td>
<td>-3.660</td>
</tr>
<tr>
<td>4.72</td>
<td>3.946</td>
<td>3.202</td>
<td>5.12</td>
<td>3.410</td>
<td>-6.859</td>
<td>5.52</td>
<td>0.880</td>
<td>-3.512</td>
</tr>
<tr>
<td>4.73</td>
<td>3.978</td>
<td>3.085</td>
<td>5.13</td>
<td>3.341</td>
<td>-7.041</td>
<td>5.53</td>
<td>0.846</td>
<td>-3.367</td>
</tr>
<tr>
<td>4.74</td>
<td>4.008</td>
<td>2.960</td>
<td>5.14</td>
<td>3.269</td>
<td>-7.204</td>
<td>5.54</td>
<td>0.813</td>
<td>-3.228</td>
</tr>
<tr>
<td>4.75</td>
<td>4.037</td>
<td>2.825</td>
<td>5.15</td>
<td>3.197</td>
<td>-7.348</td>
<td>5.55</td>
<td>0.781</td>
<td>-3.093</td>
</tr>
<tr>
<td>4.76</td>
<td>4.064</td>
<td>2.680</td>
<td>5.16</td>
<td>3.122</td>
<td>-7.470</td>
<td>5.56</td>
<td>0.751</td>
<td>-2.963</td>
</tr>
<tr>
<td>4.77</td>
<td>4.090</td>
<td>2.526</td>
<td>5.17</td>
<td>3.047</td>
<td>-7.572</td>
<td>5.57</td>
<td>0.722</td>
<td>-2.837</td>
</tr>
<tr>
<td>4.78</td>
<td>4.115</td>
<td>2.362</td>
<td>5.18</td>
<td>2.971</td>
<td>-7.653</td>
<td>5.58</td>
<td>0.694</td>
<td>-2.716</td>
</tr>
<tr>
<td>4.79</td>
<td>4.138</td>
<td>2.188</td>
<td>5.19</td>
<td>2.894</td>
<td>-7.714</td>
<td>5.59</td>
<td>0.668</td>
<td>-2.600</td>
</tr>
<tr>
<td>4.80</td>
<td>4.159</td>
<td>2.003</td>
<td>5.20</td>
<td>2.817</td>
<td>-7.754</td>
<td>5.60</td>
<td>0.642</td>
<td>-2.488</td>
</tr>
<tr>
<td>4.81</td>
<td>4.178</td>
<td>1.808</td>
<td>5.21</td>
<td>2.739</td>
<td>-7.774</td>
<td>5.61</td>
<td>0.618</td>
<td>-2.380</td>
</tr>
<tr>
<td>4.82</td>
<td>4.195</td>
<td>1.603</td>
<td>5.22</td>
<td>2.661</td>
<td>-7.774</td>
<td>5.62</td>
<td>0.595</td>
<td>-2.277</td>
</tr>
<tr>
<td>4.83</td>
<td>4.210</td>
<td>1.387</td>
<td>5.23</td>
<td>2.584</td>
<td>-7.755</td>
<td>5.63</td>
<td>0.573</td>
<td>-2.178</td>
</tr>
<tr>
<td>4.84</td>
<td>4.222</td>
<td>1.160</td>
<td>5.24</td>
<td>2.506</td>
<td>-7.718</td>
<td>5.64</td>
<td>0.551</td>
<td>-2.083</td>
</tr>
<tr>
<td>4.85</td>
<td>4.233</td>
<td>0.924</td>
<td>5.25</td>
<td>2.430</td>
<td>-7.664</td>
<td>5.65</td>
<td>0.531</td>
<td>-1.992</td>
</tr>
<tr>
<td>4.86</td>
<td>4.241</td>
<td>0.677</td>
<td>5.26</td>
<td>2.353</td>
<td>-7.593</td>
<td>5.66</td>
<td>0.511</td>
<td>-1.904</td>
</tr>
<tr>
<td>4.87</td>
<td>4.246</td>
<td>0.420</td>
<td>5.27</td>
<td>2.278</td>
<td>-7.507</td>
<td>5.67</td>
<td>0.493</td>
<td>-1.821</td>
</tr>
<tr>
<td>4.88</td>
<td>4.249</td>
<td>0.154</td>
<td>5.28</td>
<td>2.203</td>
<td>-7.407</td>
<td>5.68</td>
<td>0.475</td>
<td>-1.741</td>
</tr>
<tr>
<td>4.89</td>
<td>4.249</td>
<td>-0.122</td>
<td>5.29</td>
<td>2.130</td>
<td>-7.293</td>
<td>5.69</td>
<td>0.458</td>
<td>-1.665</td>
</tr>
<tr>
<td>x</td>
<td>y</td>
<td>y'</td>
<td>x</td>
<td>y</td>
<td>y'</td>
<td>x</td>
<td>y</td>
<td>y'</td>
</tr>
<tr>
<td>----</td>
<td>------</td>
<td>------</td>
<td>----</td>
<td>------</td>
<td>------</td>
<td>----</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>5.70</td>
<td>0.442</td>
<td>-1.592</td>
<td>5.80</td>
<td>0.313</td>
<td>-1.022</td>
<td>5.90</td>
<td>0.230</td>
<td>-0.666</td>
</tr>
<tr>
<td>5.71</td>
<td>0.426</td>
<td>-1.523</td>
<td>5.81</td>
<td>0.303</td>
<td>-0.979</td>
<td>5.91</td>
<td>0.224</td>
<td>-0.639</td>
</tr>
<tr>
<td>5.72</td>
<td>0.411</td>
<td>-1.456</td>
<td>5.82</td>
<td>0.294</td>
<td>-0.937</td>
<td>5.92</td>
<td>0.217</td>
<td>-0.612</td>
</tr>
<tr>
<td>5.73</td>
<td>0.397</td>
<td>-1.393</td>
<td>5.83</td>
<td>0.284</td>
<td>-0.897</td>
<td>5.93</td>
<td>0.211</td>
<td>-0.588</td>
</tr>
<tr>
<td>5.74</td>
<td>0.383</td>
<td>-1.332</td>
<td>5.84</td>
<td>0.276</td>
<td>-0.859</td>
<td>5.94</td>
<td>0.206</td>
<td>-0.564</td>
</tr>
<tr>
<td>5.75</td>
<td>0.370</td>
<td>-1.274</td>
<td>5.85</td>
<td>0.267</td>
<td>-0.823</td>
<td>5.95</td>
<td>0.200</td>
<td>-0.541</td>
</tr>
<tr>
<td>5.76</td>
<td>0.358</td>
<td>-1.219</td>
<td>5.86</td>
<td>0.259</td>
<td>-0.789</td>
<td>5.96</td>
<td>0.195</td>
<td>-0.519</td>
</tr>
<tr>
<td>5.77</td>
<td>0.346</td>
<td>-1.166</td>
<td>5.87</td>
<td>0.251</td>
<td>-0.756</td>
<td>5.97</td>
<td>0.190</td>
<td>-0.499</td>
</tr>
<tr>
<td>5.78</td>
<td>0.335</td>
<td>-1.116</td>
<td>5.88</td>
<td>0.244</td>
<td>-0.724</td>
<td>5.98</td>
<td>0.185</td>
<td>-0.479</td>
</tr>
<tr>
<td>5.79</td>
<td>0.324</td>
<td>-1.068</td>
<td>5.89</td>
<td>0.237</td>
<td>-0.694</td>
<td>5.99</td>
<td>0.180</td>
<td>-0.460</td>
</tr>
<tr>
<td>6.00</td>
<td>0.176</td>
<td>-0.442</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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# Index of Subjects

<table>
<thead>
<tr>
<th>Abel's equation, 74–75.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Action, definition of, 457.</td>
</tr>
<tr>
<td>Adams-Bashforth method, 481.</td>
</tr>
<tr>
<td>d'Alembert's equation, 53.</td>
</tr>
<tr>
<td>Algebraic functions, 7.</td>
</tr>
<tr>
<td>Almost periodic functions, 290–291.</td>
</tr>
<tr>
<td>Analytic continuation, 245, 246; Chap. 9.</td>
</tr>
<tr>
<td>Asymptotic series, 5.</td>
</tr>
<tr>
<td>Automorphic functions, definition of, 222.</td>
</tr>
<tr>
<td>Bernoulli's equation, 49.</td>
</tr>
<tr>
<td>Bernoulli numbers, 473.</td>
</tr>
<tr>
<td>Bessel functions, 4, 5, 68–70.</td>
</tr>
<tr>
<td>Blasius equation, 16, 400–405.</td>
</tr>
<tr>
<td>Branch points, 14, 185, 225.</td>
</tr>
<tr>
<td>Bratu's equation, 432–434.</td>
</tr>
<tr>
<td>Calculus of variations, Chap. 14; fundamental lemma of, 443; necessary conditions for extremals in, 449–450.</td>
</tr>
<tr>
<td>Capture point, 117, 123–124.</td>
</tr>
<tr>
<td>c-discriminant, 50, 54.</td>
</tr>
<tr>
<td>Center, 322; conditions for, 350.</td>
</tr>
<tr>
<td>Cepheid variable stars, 368–371.</td>
</tr>
<tr>
<td>Characteristic equation, 311, 317.</td>
</tr>
<tr>
<td>Chrystal's equation, 51–53.</td>
</tr>
<tr>
<td>Clairaut's equation, 49–51.</td>
</tr>
<tr>
<td>Coefficient of heredity, 113.</td>
</tr>
<tr>
<td>Complementary elliptic integral, 131.</td>
</tr>
<tr>
<td>Complete elliptic integrals, definition of, 131; expansions of, 133–135; differential equations of, 137.</td>
</tr>
<tr>
<td>Continued fractions, 70–72.</td>
</tr>
<tr>
<td>Continuous analytic continuation, Chap. 9; method of, 251–256; application around a singular point, 263–266.</td>
</tr>
<tr>
<td>Convolution, nonlinear, 434–437.</td>
</tr>
<tr>
<td>Critical points, 14, 185, 225.</td>
</tr>
<tr>
<td>Curves of pursuit. (See Pursuit).</td>
</tr>
<tr>
<td>Cusp-locus, 54–56.</td>
</tr>
<tr>
<td>Dido's problem, 439, 445–447.</td>
</tr>
<tr>
<td>Differential equations of first order, Chap. 2; graphical method of solution, 26–29; solution by isoclines and curvature, 29–32; homogeneous case of, 36–45; Abel's, 74–75; d'Alembert's, 53; Bernoulli's, 49; Clairaut's, 49–51; Chrystal's, 51–53; Riccati's, Chap. 3.</td>
</tr>
<tr>
<td>Differential equations of second order, Chaps. 7 and 8; classification of, 182–189; existence theorems for, 189–192; with fixed critical points, 184–185, 225–228; with periodic solutions, 186, 297–308, 339–351; of polynomial class, Chap. 8; Duffing's, 15, 180, 271, 386–400; elliptic, 14, 179, 183–184, 194–211, 270; Emden's, 15, 181, 371–377; Emden type, 381–386, 408; generalized Riccati, 76–79, 186, 218–221; Kidder's, 16, 410–411; Langmuir's, 16, 181; Painlevé's, 14, 185, 229–244, 233–234, 239–244, 258–261, 263–266, 501–504, values of, 507–530; Rayleigh's, 15, 181, 186–187; Thomas-Fermi's, 16, 405–407; Van der Pol's, 15, 17, 181, 186–187, 270, 358–368, values of, 531–536; Volterra's, 102, 180, 270, 324–327, 355, values of, 537–542; white dwarf, 16, 408.</td>
</tr>
<tr>
<td>Differential equation of third order, Blasius, 16, 400–405.</td>
</tr>
<tr>
<td>Duffing's equation, 15, 180, 271, 386–400.</td>
</tr>
<tr>
<td>Elliptic equations, 14, 179, 183–184, 194–211, 270.</td>
</tr>
<tr>
<td>Elliptic functions, Chap. 6. (See Jacob, elliptic functions of, and Weierstrass, elliptic functions of,)</td>
</tr>
<tr>
<td>Elliptic integrals, Chap. 6; first kind, 131; second kind, 131; third kind, 132; expansions of, 135–137; computation of, 137–141; tables of, 142–143.</td>
</tr>
</tbody>
</table>
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Emden type equations, 381–386, 408.
Equation, differential. (See Differential equations); of continuity, 21;
Euler's, 15, 443; Liouville's, 20, 377;
Navier-Stokes, 21; Poisson's, 19.
Equations, integral, Chap. 13. (See Integral equations.)
Equations, numerical integration of, Chap. 15; by continuous analytic
continuation, Chap. 9; by Adams-Bashforth method, 481; by Milne
method, 486–488, 491; by Runge-Kutta method, 482–486.
Equations, with fixed critical points, 495–498.
Equiharmonic case of elliptic functions, 161.
Equivalent linearization, 367.
Ergchordal, 285.
Ergodic theorem, 285.
Euler corollary, 441–445; in isoperimetric case, 445–447; for double integrals,
450–452.
Euler equation, 15, 443.
Euler-Maclaurin formula, 473.
Euler's theorem on homogeneous functions, 36.
Excess function, 441.
Existence theorems, Chap. 4; 189–192;
Extremal, definition of, 443; necessary conditions for, 449–450.
Falling body, velocity of, 60–62.
Finite differences, calculus of, 468–472.
Floquet's theory, 300–303.
Focus, 268, 314, 322.
Forcing functions and phase curves, 273–283.
Fourier series, in pendulum problem,
291–297; in expansion of Jacobi's elliptic functions, 167–169; in solution
of Duffing's equation, 388–396; in problem of periodicity, 298–300.
Fredholm's nonlinear integral equation,
Frommer's curve, 341–342.
Frommer's theorem, 341.
Functions, automorphic, 222; Bessel's 4, 5, 68–70; classification of, 7; elliptic
modular, 169–171; homogeneous, 36;
Jacobi's elliptic, 145–156; Mathieu's,
303; theta, 162–167; Weierstrass elliptic, 156–161.
Gauss's limit, 144.
Generalized coordinates, 458.
Generalized Riccati equation, 76–79,
186, 218–221.
Gompertz curve, 98.
Gregory formula, 474.
Gregory-Newton formula, 469.
Groups, associated with linear fractional transformation, 222.
Harmonic law, 461.
Hereditary factor in problem of growth,
112–113, 413, 417–423.
Homogeneous functions, 36.
Hysteresis, 99.
Independent variable, transformation of, 221–224.
Integral equations, nonlinear, Chap. 13;
existence theorem for Volterra type,
415–417; for Fredholm type, 424–425.
Integrating factor, 32–36; definition of,
35; special cases of, 45–48.
Integro-differential equations, 112, 417–
423; one variable problem, 417–419;
two variable problem, 419–423.
Isoclines, 29–32.
Isoperimetric problem, 445–447.
Isothermal gas spheres, 377–378.
Jacobi, elliptic functions of, 145–156;
addition theorems for, 148–150; as
Fourier series, 167–169; derivatives of,
147–148; double and half-angle formulas, 150–152; expansions of,
152–153; integrals of, 148; poles and zeros of, 153–154; properties of,
145–147; tables of, 175–178; theta functions and, 166.
<table>
<thead>
<tr>
<th>Jacobi's equation, 449–450.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jump phenomenon, 395, 398–400.</td>
</tr>
<tr>
<td>Kidder's equation, 16, 410–411.</td>
</tr>
<tr>
<td>Lagrangian, definition of, 457.</td>
</tr>
<tr>
<td>Landen's transformations, 137–139.</td>
</tr>
<tr>
<td>Langmuir's equation, 16, 181, 409.</td>
</tr>
<tr>
<td>Laplace's equation, 48, 453.</td>
</tr>
<tr>
<td>Least action, principle of (See Hamilton's principle).</td>
</tr>
<tr>
<td>Legendre's condition, 449.</td>
</tr>
<tr>
<td>Leibniz, rule of, 82.</td>
</tr>
<tr>
<td>Liénard-plane, 305.</td>
</tr>
<tr>
<td>Limit cycles, definition of, 269; 331–339; number of, 346.</td>
</tr>
<tr>
<td>Limit in the mean, definition of, 279.</td>
</tr>
<tr>
<td>Limits, calculus of, 79–83; 190–191.</td>
</tr>
<tr>
<td>Linear deficiency, 2.</td>
</tr>
<tr>
<td>Linear fractional transformation, properties of, 213–218; application of, 218–221; groups associated with, 222; elements of, 499–500.</td>
</tr>
<tr>
<td>Linear operator, definition, 2.</td>
</tr>
<tr>
<td>Liouville's equation, 20, 377.</td>
</tr>
<tr>
<td>Logistic curve, 96–98.</td>
</tr>
<tr>
<td>Lunar perigee, problem of, 302.</td>
</tr>
<tr>
<td>Majorante, definition of, 80.</td>
</tr>
<tr>
<td>Mathieu's functions, 303.</td>
</tr>
<tr>
<td>Mean curvature, 453.</td>
</tr>
<tr>
<td>Method of Cauchy-Lipschitz, 88–93.</td>
</tr>
<tr>
<td>Milne's method, 486–488, 491.</td>
</tr>
<tr>
<td>Minimal surface, problem of, 452–456.</td>
</tr>
<tr>
<td>Minimum surface of revolution, 444.</td>
</tr>
<tr>
<td>Modulus of elliptic integrals, 131.</td>
</tr>
<tr>
<td>Movable singular points, 8, 185.</td>
</tr>
<tr>
<td>Navier-Stokes equations, 21.</td>
</tr>
<tr>
<td>Natural boundary, 7.</td>
</tr>
<tr>
<td>Necessary conditions for extremals, 449–450.</td>
</tr>
<tr>
<td>Newton's problem, 448.</td>
</tr>
<tr>
<td>Nodal locus, 54–56.</td>
</tr>
<tr>
<td>Nodal point, 312–314.</td>
</tr>
<tr>
<td>Nonlinear equations, solution of, 3–9; origin of, 9–12; problem of, 12–16; systems of, 16–18; partial differential, 18–24.</td>
</tr>
<tr>
<td>Nonlinear integral equations. (See Integral equations.)</td>
</tr>
<tr>
<td>Nonlinear mechanics, Chap. 11; 17.</td>
</tr>
<tr>
<td>Nonlinear operator, definition of, 1–2.</td>
</tr>
<tr>
<td>Nonlinear resonance, 395–400.</td>
</tr>
<tr>
<td>Norriss heart, 393–394.</td>
</tr>
<tr>
<td>Numerical integration, Chap. 15.</td>
</tr>
<tr>
<td>Operator, linear, 2; nonlinear, 1–2.</td>
</tr>
<tr>
<td>Partial differential equations, nonlinear, 18–24.</td>
</tr>
<tr>
<td>p-discriminant, 54.</td>
</tr>
<tr>
<td>Peano's curve, 284.</td>
</tr>
<tr>
<td>Periodic solutions, 297–299; in homogeneous polynomial case, 339–343; in quadratic polynomial case, 343–351.</td>
</tr>
<tr>
<td>Periodicity, as phenomenon of the phase-plane, 303–308; Floquet's theory of, 300–303.</td>
</tr>
<tr>
<td>Period parallelogram, 159.</td>
</tr>
<tr>
<td>Pfaff's problem, 19.</td>
</tr>
<tr>
<td>Phase curves and forcing functions, 273–283.</td>
</tr>
<tr>
<td>Phase-plane, Chap. 10; definition of, 268.</td>
</tr>
<tr>
<td>Phase trajectories, 101, 268.</td>
</tr>
<tr>
<td>Plateau's problem, 20, 454.</td>
</tr>
<tr>
<td>Poincaré's index, 352–364.</td>
</tr>
<tr>
<td>Poisson's equation, 19.</td>
</tr>
<tr>
<td>Pole-vaulting, method of, 245.</td>
</tr>
<tr>
<td>Quintic equation, solution of, 172–175.</td>
</tr>
<tr>
<td>Rayleigh's equation, 15, 181, 186–187.</td>
</tr>
<tr>
<td>Relaxation oscillations, 273.</td>
</tr>
<tr>
<td>Resonance, definition of, 275; nonlinear, 395–400.</td>
</tr>
</tbody>
</table>
| Ricatti's equation, Chap. 3; 11, 12–13, 188, 368; cross-ratio theorem of, 62–63; integration of, 63–65; solution by continued fractions, 70–72; singulari-
ties of, 73–74; generalized, 76–79, 186, 218–221.
Rule of Leibniz, 82.
Runge-Kutta method, 482–486.

Saddle point, 270, 314; definition of, 321.
Schwarzzian derivative, 224.
Secular terms, 300–301.
Separatrix, definition of, 270.
Series, asymptotic, 5; semiconvergent, 5; Fourier, 167–169, 291–300; 388–396.
Simpson’s one-third rule, 478.
Sigma function, 161.
Singular points, 14, 111, 185, 225.
Singular solutions, 49, 53–56.
Space-filling curves, 284.
Spherical pendulum, 465.
Stationary motion, 457.
 Stellar pulsation and limit cycles, 368–371.
Sylvester’s dialytic method, 431.

Tables, of elliptic integrals, 142–143; of Jacobi elliptic functions, 175–178; of Weierstrass function, 206; of first Painlevé transcendent, 507–518; of second Painlevé transcendent, 519–530; of Van der Pol’s equation, 531–536; of Volterra’s equation, 537–542.

Tac-locus, 54–56.
Thermionic currents, 378–380.
Theta functions, Chap. 6; 162–167; differential equation of, 165.
Thomas-Fermi’s equation, 16, 405–407.
Topological considerations, 351–355.
Transcendental functions, 7.
Trapezoidal formula, 108.
Triode oscillator, 271–273.

Variation, first, 442; second, 443; conditions pertaining to sign of second, 449–450.
Variations, calculus of. (See Calculus of variations.)
Volterra’s equation, 102, 180, 270, 324–327, 355; values of, 537–542.
Volterra’s integral equation, Chap. 13.
Vortex cycle, 101.
Vortex points, 111, 315; number of, 346–348.

Weierstrass, elliptic function of, 156–161; table of, 206; sigma function of, 161; zeta function of, 161.
White-dwarf equation, 16, 408.
Zeta elliptic function, of Jacobi, 155; of Weierstrass, 161.
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AN INTRODUCTION TO THE CALCULUS OF VARIATIONS, Charles Fox. Graduate-level text covers variations of an integral, isoperimetric problems, least action, special relativity, approximations, more. References. 279pp. 5% x 8%.
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HYDRODYNAMIC AND HYDROMAGNETIC STABILITY, S. Chandrasekhar. Lucid examination of the Rayleigh-Benard problem; clear coverage of the theory of instabilities causing convection. 704pp. 5% x 8%.
64071-X Pa. $14.95

CALCULUS OF VARIATIONS, Robert Weinstock. Basic introduction covering isoperimetric problems, theory of elasticity, quantum mechanics, electrostatics, etc. Exercises throughout. 326pp. 5% x 8%.
63069-2 Pa. $8.95
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65675-6 Pa. $19.95
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OPTIMIZATION THEORY WITH APPLICATIONS, Donald A. Pierre. Broad-spectrum approach to important topic. Classical theory of minima and maxima, calculus of variations, simplex technique and linear programming, more. Many problems, examples. 640pp. 5% x 8\%.

65205-X Pa. $14.95

THE CONTINUUM: A Critical Examination of the Foundation of Analysis, Hermann Weyl. Classic of 20th-century foundational research deals with the conceptual problem posed by the continuum. 156pp. 5% x 8\%.

67982-9 Pa. $6.95

ESSAYS ON THE THEORY OF NUMBERS, Richard Dedekind. Two classic essays by great German mathematician: on the theory of irrational numbers; and on transfinite numbers and properties of natural numbers. 115pp. 5% x 8\%.

21010-3 Pa. $5.95

THE FUNCTIONS OF MATHEMATICAL PHYSICS, Harry Hochstadt. Comprehensive treatment of orthogonal polynomials, hypergeometric functions, Hill’s equation, much more. Bibliography. Index. 322pp. 5% x 8\%.

65214-9 Pa. $9.95

NUMBER THEORY AND ITS HISTORY, Oystein Ore. Unusually clear, accessible introduction covers counting, properties of numbers, prime numbers, much more. Bibliography. 380pp. 5% x 8\%.

65620-9 Pa. $9.95

THE VARIATIONAL PRINCIPLES OF MECHANICS, Cornelius Lanczos. Graduate level coverage of calculus of variations, equations of motion, relativistic mechanics, more. First inexpensive paperback edition of classic treatise. Index. Bibliography. 418pp. 5% x 8\%.

65067-7 Pa. $12.95

MATHEMATICAL TABLES AND FORMULAS, Robert D. Carmichael and Edwin R. Smith. Logarithms, sines, tangents, trig functions, powers, roots, reciprocals, exponential and hyperbolic functions, formulas and theorems. 269pp. 5% x 8\%.

60111-0 Pa. $6.95

THEORETICAL PHYSICS, Georg Joos, with Ira M. Freeman. Classic overview covers essential math, mechanics, electromagnetic theory, thermodynamics, quantum mechanics, nuclear physics, other topics. First paperback edition. xxiii + 885pp. 5% x 8\%.

65227-0 Pa. $21.95

www.MathSchoolinternational.com
HANDBOOK OF MATHEMATICAL FUNCTIONS WITH FORMULAS, GRAPHS, AND MATHEMATICAL TABLES, edited by Milton Abramowitz and Irene A. Stegun. Vast compendium: 29 sets of tables, some to as high as 20 places. 1,046pp. 8 × 10¼. 61272-4 Pa. $24.95

MATHEMATICAL METHODS IN PHYSICS AND ENGINEERING, John W. Dettman. Algebraically based approach to vectors, mapping, diffraction, other topics in applied math. Also generalized functions, analytic function theory, more. Exercises. 448pp. 5¾ × 8½. 65649-7 Pa. $10.95


TENSOR ANALYSIS FOR PHYSICISTS, J.A. Schouten. Concise exposition of the mathematical basis of tensor analysis, integrated with well-chosen physical examples of the theory. Exercises. Index. Bibliography. 289pp. 5¾ × 8½. 65582-2 Pa. $8.95

INTRODUCTION TO NUMERICAL ANALYSIS (2nd Edition), F.B. Hildebrand. Classic, fundamental treatment covers computation, approximation, interpolation, numerical differentiation and integration, other topics. 150 new problems. 669pp. 5¾ × 8½. 65363-3 Pa. $15.95

INVESTIGATIONS ON THE THEORY OF THE BROWNIAN MOVEMENT, Albert Einstein. Five papers (1905–8) investigating dynamics of Brownian motion and evolving elementary theory. Notes by R. Fürrth. 122pp. 5¾ × 8½. 60304-0 Pa. $4.95


AN INTRODUCTION TO STATISTICAL THERMODYNAMICS, Terrell L. Hill. Excellent basic text offers wide-ranging coverage of quantum statistical mechanics, systems of interacting molecules, quantum statistics, more. 523pp. 5¾ × 8½. 65242-4 Pa. $12.95
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STATISTICAL MECHANICS: Principles and Applications, Terrell L. Hill. Standard text covers fundamentals of statistical mechanics, applications to fluctuation theory, imperfect gases, distribution functions, more. 448pp. 5% × 8%. 65590-0 Pa. $11.95

ORDINARY DIFFERENTIAL EQUATIONS AND STABILITY THEORY: An Introduction, David A. Sánchez. Brief, modern treatment. Linear equation, stability theory for autonomous and nonautonomous systems, etc. 164pp. 5% × 8%. 63828-6 Pa. $6.95

THIRTY YEARS THAT SHOOK PHYSICS: The Story of Quantum Theory, George Gamow. Lucid, accessible introduction to influential theory of energy and matter. Careful explanations of Dirac’s anti-particles, Bohr’s model of the atom, much more. 12 plates. Numerous drawings. 240pp. 5% × 8%. 24895-X Pa. $6.95

THEORY OF MATRICES, Sam Perlis. Outstanding text covering rank, nonsingularity and inverses in connection with the development of canonical matrices under the relation of equivalence, and without the intervention of determinants. Includes exercises. 237pp. 5% × 8%. 66810-X Pa. $8.95

GREAT EXPERIMENTS IN PHYSICS: Firsthand Accounts from Galileo to Einstein, edited by Morris H. Shamos. 25 crucial discoveries: Newton’s laws of motion, Chadwick’s study of the neutron, Hertz on electromagnetic waves, more. Original accounts clearly annotated. 370pp. 5% × 8%. 25346-5 Pa. $10.95

INTRODUCTION TO PARTIAL DIFFERENTIAL EQUATIONS WITH APPLICATIONS, E.C. Zachmanoglou and Dale W. Thoe. Essentials of partial differential equations applied to common problems in engineering and the physical sciences. Problems and answers. 416pp. 5% × 8%. 65251-3 Pa. $11.95

BURNHAM’S CELESTIAL HANDBOOK, Robert Burnham, Jr. Thorough guide to the stars beyond our solar system. Exhaustive treatment. Alphabetical by constellation: Andromeda to Cetus in Vol. 1; Chamaeleon to Orion in Vol. 2; and Pavo to Vulpecula in Vol. 3. Hundreds of illustrations. Index in Vol. 3. 2,000pp. 6% × 9%. 23567-X, 23568-8, 23673-0 Pa., Three-vol. set $44.85

CHEMICAL MAGIC, Leonard A. Ford. Second Edition, Revised by E. Winston Grundmeier. Over 100 unusual stunts demonstrating cold fire, dust explosions, much more. Text explains scientific principles and stresses safety precautions. 128pp. 5% × 8%. 67628-5 Pa. $5.95

AMATEUR ASTRONOMER’S HANDBOOK, J.B. Sidgwick. Timeless, comprehensive coverage of telescopes, mirrors, lenses, mountings, telescope drives, micrometers, spectrosopes, more. 189 illustrations. 576pp. 5% × 8%. (Available in U.S. only) 24034-7 Pa. $11.95
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SPECIAL FUNCTIONS, N.N. Lebedev. Translated by Richard Silverman. Famous Russian work treating more important special functions, with applications to specific problems of physics and engineering. 38 figures. 308pp. 5% × 8%. 60624-4 Pa. $9.95

OBSERVATIONAL ASTRONOMY FOR AMATEURS, J.B. Sidgwick. Mine of useful data for observation of sun, moon, planets, asteroids, aurorae, meteors, comets, variables, binaries, etc. 39 illustrations. 384pp. 5% × 8%. (Available in U.S. only) 24033-9 Pa. $8.95


MODERN NONLINEAR EQUATIONS, Thomas L. Saaty. Emphasizes practical solution of problems; covers seven types of equations. “... a welcome contribution to the existing literature. ...”—Math Reviews. 490pp. 5% × 8%. 64232-1 Pa. $11.95

FUNDAMENTALS OF ASTRODYNAMICS, Roger Bate et al. Modern approach developed by U.S. Air Force Academy. Designed as a first course. Problems, exercises. Numerous illustrations. 455pp. 5% × 8%. 60061-0 Pa. $9.95

INTRODUCTION TO LINEAR ALGEBRA AND DIFFERENTIAL EQUATIONS, John W. Dettman. Excellent text covers complex numbers, determinants, orthonormal bases, Laplace transforms, much more. Exercises with solutions. Undergraduate level. 416pp. 5% × 8%. 65191-6 Pa. $10.95

INCOMPRESSIBLE AERODYNAMICS, edited by Bryan Thwaites. Covers theoretical and experimental treatment of the uniform flow of air and viscous fluids past two-dimensional aerofoils and three-dimensional wings; many other topics. 654pp. 5% × 8%. 65465-6 Pa. $16.95

INTRODUCTION TO DIFFERENCE EQUATIONS, Samuel Goldberg. Exceptionally clear exposition of important discipline with applications to sociology, psychology, economics. Many illustrative examples; over 250 problems. 260pp. 5% × 8%. 65084-7 Pa. $8.95

LAMINAR BOUNDARY LAYERS, edited by L. Rosenhead. Engineering classic covers steady boundary layers in two- and three-dimensional flow, unsteady boundary layers, stability, observational techniques, much more. 708pp. 5% × 8%. 65646-2 Pa. $18.95

LECTURES ON CLASSICAL DIFFERENTIAL GEOMETRY, Second Edition, Dirk J. Struik. Excellent brief introduction covers curves, theory of surfaces, fundamental equations, geometry on a surface, conformal mapping, other topics. Problems. 240pp. 5% × 8%. 65609-8 Pa. $8.95
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DIFFERENTIAL GEOMETRY, Heinrich W. Guggenheimer. Local differential geometry as an application of advanced calculus and linear algebra. Curvature, transformation groups, surfaces, more. Exercises. 62 figures. 378pp. 5½ × 8½. 63433-7 Pa. $9.95

INTRODUCTION TO SPACE DYNAMICS, William Tyrrell Thomson. Comprehensive, classic introduction to space-flight engineering for advanced undergraduate and graduate students. Includes vector algebra, kinematics, transformation of coordinates. Bibliography. Index. 352pp. 5½ × 8½. 65113-4 Pa. $9.95


ANALYTICAL MECHANICS OF GEARS, Earle Buckingham. Indispensable reference for modern gear manufacture covers conjugate gear-tooth action, gear-tooth profiles of various gears, many other topics. 263 figures. 102 tables. 546pp. 5½ × 8½. 65712-4 Pa. $14.95

SET THEORY AND LOGIC, Robert R. Stoll. Lucid introduction to unified theory of mathematical concepts. Set theory and logic seen as tools for conceptual understanding of real number system. 496pp. 5½ × 8½. 63829-4 Pa. $12.95


FAMOUS PROBLEMS OF GEOMETRY AND HOW TO SOLVE THEM, Benjamin Bold. Squaring the circle, trisecting the angle, duplicating the cube: learn their history, why they are impossible to solve, then solve them yourself. 128pp. 5½ × 8½. 24297-8 Pa. $4.95


HISTORY OF STRENGTH OF MATERIALS, Stephen P. Timoshenko. Excellent historical survey of the strength of materials with many references to the theories of elasticity and structure. 245 figures. 452pp. 5½ × 8½. 61187-6 Pa. $12.95
CATALOG OF DOVER BOOKS

GEOMETRY OF COMPLEX NUMBERS, Hans Schwerdtfeger. Illuminating, widely praised book on analytic geometry of circles, the Moebius transformation, and two-dimensional non-Euclidean geometries. 200pp. 5% × 8%. 65830-8 Pa. $8.95

MECHANICS, J.P. Den Hartog. A classic introductory text or refresher. Hundreds of applications and design problems illuminate fundamentals of trusses, loaded beams and cables, etc. 334 answered problems. 462pp. 5% × 8%. 60754-2 Pa. $10.95

TOPOLOGY, John G. Hocking and Gail S. Young. Superb one-year course in classical topology. Topological spaces and functions, point-set topology, much more. Examples and problems. Bibliography. Index. 384pp. 5% × 8%. 65676-4 Pa. $10.95

STRENGTH OF MATERIALS, J.P. Den Hartog. Full, clear treatment of basic material (tension, torsion, bending, etc.) plus advanced material on engineering methods, applications. 350 answered problems. 329pp. 5% × 8%. 60755-0 Pa. $9.95

ELEMENTARY CONCEPTS OF TOPOLOGY, Paul Alexandroff. Elegant, intuitive approach to topology from set-theoretic topology to Betti groups; how concepts of topology are useful in math and physics. 25 figures. 57pp. 5% × 8%. 60747-X Pa. $3.95

ADVANCED STRENGTH OF MATERIALS, J.P. Den Hartog. Superbly written advanced text covers torsion, rotating disks, membrane stresses in shells, much more. Many problems and answers. 388pp. 5% × 8%. 65407-9 Pa. $10.95

COMPUTABILITY AND UNSOLVABILITY, Martin Davis. Classic graduate-level introduction to theory of computability, usually referred to as theory of recurrent functions. New preface and appendix. 288pp. 5% × 8%. 61471-9 Pa. $8.95


AN INTRODUCTION TO MATRICES, SETS AND GROUPS FOR SCIENCE STUDENTS, G. Stephenson. Concise, readable text introduces sets, groups, and most importantly, matrices to undergraduate students of physics, chemistry, and engineering. Problems. 164pp. 5% × 8%. 65077-4 Pa. $7.95

THE HISTORICAL BACKGROUND OF CHEMISTRY, Henry M. Leicester. Evolution of ideas, not individual biography. Concentrates on formulation of a coherent set of chemical laws. 260pp. 5% × 8%. 61053-5 Pa. $7.95
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DE RE METALLICA, Georgius Agricola. The famous Hoover translation of greatest treatise on technological chemistry, engineering, geology, mining of early modern times (1556). All 289 original woodcuts. 638pp. 6¼ × 11
60006-8 Pa. $18.95

SOME THEORY OF SAMPLING, William Edwards Deming. Analysis of the problems, theory and design of sampling techniques for social scientists, industrial managers and others who find statistics increasingly important in their work. 61 tables. 90 figures. xvii + 602pp. 5¼ × 8¼.
64684-X Pa. $15.95

THE VARIOUS AND INGENIOUS MACHINES OF AGOSTINO RAMELLI: A Classic Sixteenth-Century Illustrated Treatise on Technology, Agostino Ramelli. One of the most widely known and copied works on machinery in the 16th century. 194 detailed plates of water pumps, grain mills, cranes, more. 608pp. 9 × 12.
28180-9 Pa. $24.95

65491-5 Pa. $14.95

ELEMENTARY DECISION THEORY, Herman Chernoff and Lincoln E. Moses. Clear introduction to statistics and statistical theory covers data processing, probability and random variables, testing hypotheses, much more. Exercises. 364pp. 5¼ × 8¼.
65218-1 Pa. $10.95

25101-2 Pa. $7.95

65685-3 Pa. $10.95

63401-9 Pa. $11.95

63833-2 Pa. $8.95
CATALOG OF DOVER BOOKS

65092-8 Pa. $6.95

CATALYSIS IN CHEMISTRY AND ENZYMOLOGY, William P. Jencks. Exceptionally clear coverage of mechanisms for catalysis, forces in aqueous solution, carbonyl- and acyl-group reactions, practical kinetics, more. 864pp. 5¼ x 8½.
65460-5 Pa. $19.95

65252-1 Pa. $9.95

64575-4 Pa. $8.95

63544-9 Pa. $6.95

67597-1 Pa. $10.95

60599-X Pa. $7.95

DICTIONARY/OUTLINE OF BASIC STATISTICS, John E. Freund and Frank J. Williams. A clear concise dictionary of over 1,000 statistical terms and an outline of statistical formulas covering probability, nonparametric tests, much more. 208pp. 5¼ x 8½.
66796-0 Pa. $7.95

STATISTICAL METHOD FROM THE VIEWPOINT OF QUALITY CONTROL, Walter A. Shewhart. Important text explains regulation of variables, uses of statistical control to achieve quality control in industry, agriculture, other areas. 192pp. 5¼ x 8½.
65232-7 Pa. $7.95

THE INTERPRETATION OF GEOLOGICAL PHASE DIAGRAMS, Ernest G. Ehlers. Clear, concise text emphasizes diagrams of systems under fluid or containing pressure; also coverage of complex binary systems, hydrothermal melting, more. 288pp. 6¾ x 9½.
65889-7 Pa. $10.95

STATISTICAL ADJUSTMENT OF DATA, W. Edwards Deming. Introduction to basic concepts of statistics, curve fitting, least squares solution, conditions without parameter, conditions containing parameters. 26 exercises worked out. 271pp. 5¼ x 8½.
64685-8 Pa. $9.95
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TENSOR CALCULUS, J.L. Synge and A. Schild. Widely used introductory text covers spaces and tensors, basic operations in Riemannian space, non-Riemannian spaces, etc. 324pp. 5% × 8%. 63612-7 Pa. $9.95

A CONCISE HISTORY OF MATHEMATICS, Dirk J. Struik. The best brief history of mathematics. Stresses origins and covers every major figure from ancient Near East to 19th century. 41 illustrations. 195pp. 5% × 8%. 60255-9 Pa. $7.95

A SHORT ACCOUNT OF THE HISTORY OF MATHEMATICS, W.W. Rouse Ball. One of clearest, most authoritative surveys from the Egyptians and Phoenicians through 19th-century figures such as Grassman, Galois, Riemann. Fourth edition. 522pp. 5% × 8%.
20630-0 Pa. $11.95

HISTORY OF MATHEMATICS, David E. Smith. Nontechnical survey from ancient Greece and Orient to late 19th century; evolution of arithmetic, geometry, trigonometry, calculating devices, algebra, the calculus. 362 illustrations. 1,355pp. 5% × 8%.
20429-4, 20430-8 Pa., Two-vol. set $26.90

THE GEOMETRY OF RENÉ DESCARTES, René Descartes. The great work founded analytical geometry. Original French text, Descartes’ own diagrams, together with definitive Smith-Latham translation. 244pp. 5% × 8%.
60068-8 Pa. $7.95

THE ORIGINS OF THE INFINITESIMAL CALCULUS, Margaret E. Baron. Only fully detailed and documented account of crucial discipline: origins; development by Galileo, Kepler, Cavalieri; contributions of Newton, Leibniz, more. 304pp. 5% × 8%. (Available in U.S. and Canada only) 65371-4 Pa. $9.95

THE HISTORY OF THE CALCULUS AND ITS CONCEPTUAL DEVELOPMENT, Carl B. Boyer. Origins in antiquity, medieval contributions, work of Newton, Leibniz, rigorous formulation. Treatment is verbal. 346pp. 5% × 8%.
60509-4 Pa. $9.95

60088-2, 60089-0, 60090-4 Pa., Three-vol. set $31.85

65943-7 Pa. $12.95

THE HISTORICAL ROOTS OF ELEMENTARY MATHEMATICS, Lucas N.H. Bunt, Phillip S. Jones, and Jack D. Bedient. Fundamental underpinnings of modern arithmetic, algebra, geometry and number systems derived from ancient civilizations. 320pp. 5% × 8%.
25563-8 Pa. $8.95

CALCULUS REFRESHER FOR TECHNICAL PEOPLE, A. Albert Klaf. Covers important aspects of integral and differential calculus via 756 questions. 566 problems, most answered. 431pp. 5% × 8%.
20370-0 Pa. $8.95
CATALOG OF DOVER BOOKS

Vol. I 65536-9 Pa. $7.95
Vol. II 65537-7 Pa. $7.95

FIFTY CHALLENGING PROBLEMS IN PROBABILITY WITH SOLUTIONS, Frederick Mosteller. Remarkable puzzlers, graded in difficulty, illustrate elementary and advanced aspects of probability. Detailed solutions. 88pp. 5¼ × 8½.
65355-2 Pa. $4.95

EXPERIMENTS IN TOPOLOGY, Stephen Barr. Classic, lively explanation of one of the byways of mathematics. Klein bottles, Möebius strips, projective planes, map coloring, problem of the Königsberg bridges, much more, described with clarity and wit. 43 figures. 210pp. 5¼ × 8½.
25933-1 Pa. $6.95

RELATIVITY IN ILLUSTRATIONS, Jacob T. Schwartz. Clear nontechnical treatment makes relativity more accessible than ever before. Over 60 drawings illustrate concepts more clearly than text alone. Only high school geometry needed. Bibliography. 128pp. 6¼ × 9¼.
25965-X Pa. $7.95

AN INTRODUCTION TO ORDINARY DIFFERENTIAL EQUATIONS, Earl A. Coddington. A thorough and systematic first course in elementary differential equations for undergraduates in mathematics and science, with many exercises and problems (with answers). Index. 304pp. 5¼ × 8½.
65942-9 Pa. $8.95

FOURIER SERIES AND ORTHOGONAL FUNCTIONS, Harry F. Davis. An incisive text combining theory and practical example to introduce Fourier series, orthogonal functions and applications of the Fourier method to boundary-value problems. 570 exercises. Answers and notes. 416pp. 5¼ × 8½.
65973-9 Pa. $11.95

65940-2 Pa. $8.95

Prices subject to change without notice.
Available at your book dealer or write for free Mathematics and Science Catalog to Dept GI, Dover Publications, Inc., 31 East 2nd St., Mineola, N.Y. 11501. Dover publishes more than 175 books each year on science, elementary and advanced mathematics, biology, music, art, literature, history, social sciences and other areas.
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A CONCISE HISTORY OF MATHEMATICS, Dirk J. Struik. (60255-9) $7.95
STATISTICAL METHOD FROM THE VIEWPOINT OF QUALITY CONTROL, Walter A.
Shewhart. (65232-7) $7.95
VECTORS, TENSORS AND THE BASIC EQUATIONS OF FLUID MECHANICS,
Rutherford Aris. (66110-5) $8.95
THE THIRTEEN BOOKS OF EUCLID’S ELEMENTS, translated with an
introduction and commentary by Sir Thomas L. Heath.
(60088-2, 60089-0, 60090-4) $29.85
INTRODUCTION TO PARTIAL DIFFERENTIAL EQUATIONS WITH APPLICATIONS,
E.C. Zachmanoglou and Dale W. Thoe. (65251-3) $10.95
NUMERICAL METHODS FOR SCIENTISTS AND ENGINEERS, Richard Hamming.
(65241-6) $15.95
ORDINARY DIFFERENTIAL EQUATIONS, Morris Tenenbaum and Harry
Pollard. (64940-7) $18.95
TECHNICAL CALCULUS WITH ANALYTIC GEOMETRY, Judith L. Gersting.
(67343-X) $13.95
OSCILLATIONS IN NONLINEAR SYSTEMS, Jack K. Hale. (67362-6) $7.95
GREEK MATHEMATICAL THOUGHT AND THE ORIGIN OF ALGEBRA, Jacob Klein.
(27289-3) $9.95
FINITE DIFFERENCE EQUATIONS, H. Levy & F. Lessman. (67260-3) $7.95
APPLICATIONS OF FINITE GROUPS, J. S. Lomont. (67376-6) $9.95
APPLIED PROBABILITY MODELS WITH OPTIMIZATION APPLICATIONS, Sheldon
M. Ross. (67314-6) $6.95
INTRODUCTION TO THE CALCULUS OF VARIATIONS, Hans Sagan.
(67366-9) $12.95
INTRODUCTION TO PARTIAL DIFFERENTIAL EQUATIONS, Arne Broman.
(66158-X) $6.95
AN INTRODUCTION TO ORDINARY DIFFERENTIAL EQUATIONS, Earl A.
Coddington. (65942-9) $8.95
MATRICES AND LINEAR TRANSFORMATIONS, Charles G. Cullen.
(66328-0) $8.95
DIFFERENTIAL FORMS WITH APPLICATIONS TO THE PHYSICAL SCIENCES, Harley
Flanders. (66169-5) $7.95
THEORY AND APPLICATION OF INFINITE SERIES, Konrad Knopp.
(66165-2) $13.95
AN INTRODUCTION TO ALGEBRAIC STRUCTURES, Joseph Landin.
(65940-2) $7.95

Paperbound unless otherwise indicated. Prices subject to change
without notice. Available at your book dealer or write for free catalogues
to Dept. 23, Dover Publications, Inc., 51 East 2nd Street, Mineola, N.Y.
11501. Please indicate field of interest. Each year Dover publishes over
200 books on fine art, music, crafts and needlework, antiques,
languages, literature, children’s books, chess, cookery, nature,
anthropology, science, mathematics, and other areas.
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